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CHAPTER 2

2.
DIGITAL NETWORKS AND SERVICES

2.1 Public Switched Telephone Network (PSTN)

The Public Switched Telephone Network (PSTN) is the basis of today’s telecommunications. It provides the users a transport medium for signals in the frequency range of 300 Hz up to 3.4 kHz where the signals are encoded with a technique called Pulse Code Modulation (PCM). This technique encodes samples of the signal, taken at regular intervals, into a digital code. This scheme has been well standardized, so that the sampling rate is 8 kHz and the sampling value is encoded in 8 bits. Each conversation therefore results in a continuous bit stream of 64 kbit/s which is multiplexed in the network into higher data rate carriers. Although the basic building block of the digital hierarchy is 64 kbit/s standards have diverged, so different data rates for the multiplexed signals exist.

In general the PSTN is a circuit switched network. This means, that an end-to-end circuit is established and maintained between the communicating entities for the duration of a ‘call‘. This assures minimum delay and constant quality of service throughout the duration of the call.
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Figure 2.1.1    General Structure of PSTN

In general the PSTN is structured as depicted in figure 2.1.1. The access network has to provide the physical communication link between the communication endpoint and the local exchange. In the local exchange (LEX) all users related functions are located. The switches of the toll exchange level (TEX) are introduced to have the possibility for structuring and optimising the network according to traffic measurements and user behaviour.

The objective of a switching network design is primarily to minimise the cost of ownership for the network. The main principles applied to decrease the cost of ownership are:

·
small number of switching systems and exchange sites,

·
elimination of small trunk groups between the exchanges and the

·
introduction of centralized network element management.

This network design becomes possible because of the application of:

·
large digital host exchanges in combination with

·
advanced access network technologies providing remote subscriber line 
access and

·
cost-effective transmission technologies.

2.1.1
Access Networks
Different solutions exist to connect users to a local exchange. Users can either be connected directly (via copper cables) to a local exchange. This solution can be taken into account if the distance between user location and exchange is in a range of up to 14 km (depending on the cable physics).

Or, for other type of access or remote locations access network nodes can be deployed. These access network nodes typically concentrate the traffic from the remote location towards the host on transmission links. Access network nodes can be connected to the hosts through channel banks (feeding of the analogue interfaces of the switch by the access network node) or through system specific multiplexing interfaces. 

Some switches and access networks also support system independent ETSI V5.1 and V5.2 interfaces based on 2Mbit/s transmission links. 

In the case of system independent access networks a correlation between the subscriber line management of the host and the access network has to be implemented. This is not necessary if the access node is a remote part of the host.

To support different topology choices or physical access media, access network equipment is available for radio, copper, coax and fibre infrastructures.

2.1.2
Local Exchange Level

A local network based on today’s technology typically serves between 80 000 …120 000 lines. Because of the capacity limitations of the digital switching systems existing some years ago, this required at least three switching systems per local network. These may be multiple combined local/transit switching systems at regional exchange sites and/or further local exchange sites. The exchange sites of a local network may be meshed when justified by the traffic volume.

For the provisioning of widely deployed IN services in the network the SSP function should be integrated in each local exchange.

Basic functions of the local exchange are:

Conversion of analogue to digital signals and vice versa

Feeding of access lines

Collecting of call data records

Line measurements

Routing

Additional functions of the exchange are:

Provisioning of Services (e.g. centrex, call forwarding, advice of charge) and others.

2.1.3
Toll Exchange Level

Depending on the size of the network, the toll exchange level can be split into two parts as shown in figure 2.1.2. 

The highest hierarchical level of the network is the wide area network. In the wide area each exchange site is dedicated to a particular regional network. This means that the wide area exchange collects the inter-regional (or international) traffic originating from its regional network and routes it towards the destination wide area exchange. For incoming transit traffic destined to its regional network, the wide area exchange distributes the traffic to the appropriate destination regional exchanges.

The wide area network is a fully meshed transit network. Dynamic Non-Hierarchical Routing (DNHR) can be applied in order to achieve a robust high-performance backbone.

Each wide area exchange consists of two switching systems for safety and capacity.

The exchanges of the regional network are dual homed, i.e. connected to both switching systems of their wide area exchange.

Each regional network is dedicated to a wide area exchange site. The inter-regional (or international) traffic originating and terminating in a region is collected and distributed over a (partial) star network topology.

The regional network carries the intra-regional traffic. For this purpose the regional exchanges within each region are partially meshed depending on the actual traffic volume between the exchange sites. Eventually the regional networks can apply the same DNHR routing as the wide area network. This enables a single network planning process to be applied for all transit sub networks. 

In medium and small networks the regional network can be dropped. In this case the wide area network is responsible for the provisioning of functions described for the regional network.
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Figure 2.1.2    Structuring of Transit Network

2.1.4
Signalling

For signalling purposes in the network the Common Channel Signalling No.7 protocol is used.

The No. 7 network needs to consider the following different signalling types:

a)
Circuit-related link-by-link TUP (Telephone User Part) signalling for call control


b)
End-to-end signalling for non-circuit related services


(e.g. call completion to busy subscriber) between exchanges

c)
End-to-end-INAP (Intelligent Network Application Part) signalling to/from central servers


d)
Signalling to/from other networks

These signalling types differ with respect to their traffic characteristic (volume, source and destination, delay constraints) and routing and management requirements.

The No. 7 network basically consists of two levels.

The intra-network circuit-related link-by-link TUP signalling traffic (type a)) is handled by a No. 7 network level strongly related to the switching network structure. This means that signalling can be mostly associated with the trunk groups between the exchanges (associated mode). Only in cases when the signalling traffic figures do not justify a direct link (although the user traffic justifies a direct trunk group) the quasi-associated mode (signalling via another exchange) is applied. The quasi-associated mode is also applied for alternate routes, i.e. these routes are used when the associated links are overloaded or faulty. 

The second level of the No. 7 network is the backbone consisting of stand-alone No. 7 nodes in No. 7 terminology referred to as Signalling Transfer Points (STP) or Signalling Relay Points (SRP). These No. 7 nodes handle the traffic types b), c) and d). The STP/SRPs represent packet switches which merely route signalling messages but do not include application functions. 

The STP/SRPs allow for a central management of the No. 7 traffic types implying stronger requirements with respect to routing and monitoring. The SPR function of the No. 7 nodes support routing based on global title translation. This is applied e.g. in order to address the SCPs serving a particular group of IN service customers. The SPR/STP are central sites for signalling interconnection from where the signalling links to other networks emerge. Therefore these sites host additional No. 7 equipment allowing a close monitoring of the interconnection signalling. By this measure the operator can protect his own network e.g. from potential fault propagation originating from other networks.

2.2
INTEGRATED SERVICES DIGITAL NETWORK (ISDN)
ISDN (Integrated Services Digital Network) refers to both a set of digital transmission standards and a network infrastructure that allows digital transmission over existing telephone wiring, as provided by public network service providers. ITU-T defines ISDN as “a network, evolved from the telephony network, that provides end-to-end digital connectivity to support a wide range of services, including voice and non-voice, to which users have a limited set of multiple user interfaces.”

The demand for ISDN first has emerged in the mid-1970s when international telecommunications usage began to push existing analogue networks to their limits. Advanced applications involving voice, data, and image transmission have required higher speeds, better performance, integrated management and flexibility. The vision of a single network handling all of users’ communications needs - an integrated suite of services using digital transmission techniques – has resulted in the standards that have become ISDN.

In 1984 a set of ITU-T standards that specified the details of what an ISDN network is and how it works were published. The standards have since evolved and been adopted as a global standard by most ISDN providers. The result is a universally consistent service that is well defined, broadly accepted and efficient. 

ISDN consists of a user-network interface and a means for digitally transporting user data and signalling information across multiple providers’ networks. At the user premises, the service connects to a network line terminator (known as an NT-1). The digital signal travels from the NT-1 through an ISDN Terminal Adapter to the end user’s device. Some or all of these components can be packaged together.

Two types of ISDN have been defined: Narrowband ISDN (N-ISDN or simply ISDN) which is the subject of this section, and Broadband ISDN (B-ISDN) which provides very high speed transmission using Asynchronous Transfer Mode (ATM) technology. B-ISDN is still relatively rare, since a native ATM service has not yet been developed and ATM services remain relatively expensive.

ISDN provides standard access to all network services allowing voice, data, fax, video and graphics to share the same line with the error-free performance associated with digital technology. The user-to-network interface is mainly of direct concern to the end user, and can be provided as Basic Rate or Primary Rate.

An ISDN access line conforming to the Basic Rate Interface (BRI) consists of three separate channels: two B channels, which carry data transparently, and one D channel, which carries signalling information such as call set-up, control and caller ID across the network. The D channel can be used to transmit packet-switched user data and to access public data networks. BRI lines are typically used to connect small key systems and individual terminal devices (such as PCs, videoconferencing units and fax machines). A BRI is also referred to as a 2B+D connection.

A Primary Rate Interface (PRI) uses higher speed physical lines. In North America, this is based on a T-1 (1.544 Mbps). In Europe, PRI is based upon an E-1 (2.048 Mbps). A PRI line is consisted of twenty-three transparent B channels (T-1), or in case of E-1, thirty channels plus one 64 Kbps D channel. A PRI line does not usually terminate at an end users’ terminal equipment; rather it serves as a trunk between customer-based switching equipment (a PBX) and an ISDN termination at the central office. A PRI connection is also referred to as a 23 B+D (in the U.S.) or as 30 B+D connection (in Europe).

The ISDN interface specifications are summarized in the following Table 2.2.1.


	
	Basic Rate Interface
	Primary Rate Interface

	Line speed
	144 Kbps
	1.544Mbps/2.048Mbps

	Physical Layer Standard
	ITU-T I.430
	ITU-T I.431

	Configuration
	2B+D
	23B + D (North America)

30B + D (Europe)

	Bearer Channels (B)
	64 Kbps
	64 Kbps

	Signalling Channel (D)
	16 Kbps
	64 Kbps

	Signalling Method
	Layer 3 messages based on ITU-T Q.930 to 932


 
Table 2.2.1   ISDN interface specifications
For reserved mode connections H channels can be used. Circuit switched mode H channel connections are not directly supported by ISDN connection types. They are realized in the 64 kbit/s ISDN by multiple B channels, the terminal systems are responsible for the synchronization of the individual time slots.

The following H channel types have been standardized:

· H0

at 384 kbit/s

· H11
at 1536 kbit/s (North America and Japan)

· H12
at 1920 kbit/s (Europe)

As ISDN evolves, other H channels providing higher capabilities may be available. H21(34 Mbit/s), H22(45Mbit/s) and H4(140 Mbit/s) channels have been proposed to be used, in circuit or fast packet mode, for applications such as LAN interconnection, high speed data transmission, teleconferencing imaging and so on.
ISDN-based digital transmission is a cost-effective way to integrate various telecommunications services into a common, globally-accepted digital infrastructure. ISDN services can be categorized as being “bearer” services (lower layer transport facilities) or as “tele-services” (having distributed application capabilities). Bearer services allow a user to transfer information to another user without restriction on the type or format of the data. The services (tele-, bearer and supplementary services) as well as the standards defining these services are illustrated in Figure 2.2.1 are listed in section 2.8 of this Chapter. Therefore more emphasis shall be given on the technical implementation, the interfaces and the protocols.
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Figure 2.2.1
Tele and Bearer Services 

Technically ISDN is characterized by:

· digital transmission and switching of information between the network borders (UNIs)

· an integration into the existing PSTN as far as this PSTN is already digitalized (of course, interworking with analogue parts is possible)

· transport/switching of voice and data

· 64kbit/s channels (B-channels) which form the basis of information transfer

· out-band signalling information to control the calls (16 or 64 kbit/s D-channel)

· access to all the services via a standardized interface, the User Network Interface.

2.2.1
ISDN Market Situation

ISDN is currently growing fast in some of the European countries, also now in the USA a strong growth is expected in the next few years. It can be expected that many of the international operating companies will base a major part of their communications on ISDN. This will be facilitated by the fact that many countries all over the world already today base their PSTN on digital switches. These can be evolved to ISDN with a relatively low additional investment. Such an evolution makes ISDN a world-wide available standard network.

2.2.2
ISDN Services

See corresponding sections 2.8 and 2.10 of this Chapter on services and ITU Standards.

2.2.3
ISDN Reference Configuration

Before describing the reference configuration of the ISDN access in more detail, a survey on the network architecture is given (see Figure 2.2.2). These architectures do not differ from the PSTN structure of digital switching networks. The Local Exchange (LEX) provides an ISDN user with an ISDN Access to the network via a User Network Interface (UNI). Inside the transit network the LEX as well as the Transit Exchange (TEX) offer a Network-Node-Interface. Whether the transit network provides more than one network level is not relevant to the further considerations.
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Figure 2.2.2
ISDN Network Architecture

The ISDN reference configuration shown below structures the access as indicated in figure 2.2.2 in functional blocks. Each of them is dedicated to a number of functions to be performed. Reference points separate the different functional blocks, Figure 2.2.3.. 
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Figure 2.2.3
ISDN Reference Configuration

Short description of functional blocks:

Exchange Termination (ET): The ET implements switching functions such as the termination of the signalling channel and the first processing of signalling information.

Line Termination (LT): The LT terminates the transmission line on network side. It contains all functions which are necessary to drive the transmission line (line coding, differentiation of transmission directions etc.).

Network Termination 1 (NT1): The NT1 does the transformation between the transmission interface at the U-reference point and the standardized S0- or S2M-interface (description below) on the user side. It terminates the public part of the network. Therefore it also provides supervision mechanisms to maintain the access line.

Network Termination 2 (NT2): A typical implementation of the NT2 function is an ISDN PABX. The NT2 function terminates the signalling information and transfers it towards the user respectively network side. For a simple ISDN access the NT2 function is not necessary. In that case the S0-interface is directly provided by the NT1 at the T-reference point.

Terminal Adapter (TA): The TA performs the adaptation function between non-ISDN terminals (e.g. an analogue telephone) and the ISDN interface. For that reason the TA has to terminate / process the signalling information and to perform the coding/decoding of the user signals.

Terminal 1 (TE1): The terminal type 1 represents an ISDN terminal incorporating all necessary ISDN functions.

Terminal 2 (TE2): The terminal type 2 represents a non-ISDN terminal which can be only linked to the ISDN via a terminal adapter.

2.2.4
ISDN Interfaces

Two different types of ISDN accesses were standardized
. A Basic Access (BA) offering two B-channels and one D16-channel to the user and a Primary Rate Access (PRA) providing 30 B-channels and one D64-channel. 

The BA offers a standardized S0-interface and the PRA a S2M-interface at the network termination towards the user. These interfaces are described in general below.

2.2.4.1
S0-Interface

Configuration

The S0-Interface is offered at the T-reference point via the Network Termination 1 (NT1). It is specified as a bus system implemented by two pairs of copper wire. The maximum range of a S0-Bus is around 100 to 200m dependent of the type of wires which are used. A connection line of a terminal to the bus shall not exceed 10m (see figure 2.2.4).
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Figure 2.2.4
S0-Bus

Up to eight ISDN Terminals (TE1) or ISDN Terminal Adapters (TA) can be connected to the S0-Bus. Two of them can be used in parallel each accessing one of the B-channels. The terminals may be ISDN telephones, Group 4 Telefaxes or Data-Equipment like a PC with ISDN Adapter-Card. Additionally, terminals may also use the data packet service offered via the D-channel.

Direct communication between terminals connected to the S0-Bus is not possible. Such a communication can only be done via the public exchange with all its consequences (charging, both B-channels needed).

D-channel access

To guarantee fair access to the B-channels of the S0-Bus a D-channel access procedure is defined. In order to detect collisions at the D-channel the D-bits transmitted in an S0-frame signal (see ITU-T Rec.  I.430) are mirrored at the NT1 and sent back in an E-bit to all terminals. If the D-Bit sent out by a terminal is equal to the received E-bit the terminal is allowed to continue. If not, terminal stops the access procedure and starts it again after a time out.

Power modes

Under normal power conditions all the telephone terminals are powered via the NT1. Data equipment and terminal adapters normally have their own power supply. In case of power failure one telephone terminal, which can run in a restricted mode, is powered from the local exchange via the NT1.

2.2.4.2
S2M-Interface

The S2M Interface is a 2Mbit/s point-to-point interface. It is used to connect ISDN PABXs or Data Equipment (e.g. routers) to the ISDN (see Fig 2.2.5.). The interface offers 30 B-channels to transport user information and one 64 kbit/s D-channel.
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Figure
2.2.5 S2M-Interface

Due to the point-to-point characteristics of the interface no D-channel access mechanism is necessary. It is possible to configure the 30 B-channels into bundles using only part of the 30 channels or to assign channels as incoming or outgoing channels only. Figure 2.2.6 shows the channel structure at the S2M-interface
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Figure 2.2.6
Frame Structure of the S2M-Interface

2.2.5
ISDN Signalling Protocols

In order to set up or release a connection, or to exchange information during a call, signalling procedures between the ISDN user and the ISDN exchange and between two ISDN exchanges are necessary. In ISDN this signalling information is transported in separate signalling channels – the D-channel in the ISDN access and the SS No.7 channel between exchanges.

The protocols describing the messages and procedures are the Digital Subscriber Signalling System No.1 (DSS1) on the ISDN access and the Signalling System No.7 between exchanges. Both protocols are briefly described below.

2.2.5.1
Digital Subscriber Signalling System No.1 (DSS1)

The DSS1 is based on a layered protocol structure comprising the first three layers of the OSI Layer Model, Figure 2.2.7. Set up or release of a call is performed by an interaction between the different procedures on these three layers. The procedures on the different layers are summarized below.
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Figure 2.2.7
DSS1 Protocol Stack

Layer 1

Layer 1 supports an activated and deactivated state of the S0-interface. Deactivation results in reduced power consumption but also means that signal synchronization is missing on the interface. A call set up needs to activate the S0-interface first. Activation can be initialised from both sides – the user and the exchange. The deactivation is initiated by the exchange only.

Layer 2

Layer 2 offers the transport of signalling information between multiple layer 3 entities. It provides one or more data link connections on a D-channel. Signalling messages are transported in a layer 2 frame which requires frame delimiting and alignment functions in layer 2. It further offers frame sequence control, error detection and recovery as well as flow control.

Before starting the signalling procedures of layer 3 layer 2 connections have to be set up.

Layer 3

Layer 3 of DSS1 performs the ISDN Call Control functionality. On this layer messages which are exchanged between signalling entities are defined as well as the procedures for how these messages are exchanged.

DSS1 lists a number of message types (e.g. SETUP, ALERTing, CONNect, CONNect ACKnowledge, etc.), each of them either used in the different call phases (establish, information, clearing) or to transport miscellaneous call-related or non-related additional information.

Each of these messages is structured in the same way, starting with a header indicating e.g. the message type and followed by a number of mandatory and optional information elements (e.g. dial digits).

2.2.5.2
Signalling System No.7

Inside the network Signalling System No.7 is used to exchange signalling information between the signalling entities. Figure 2.2.8 shows the SS No 7 protocol stack.
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Figure 2.2.8
 SS No.7 Protocol Structure

The Message Transfer Part (MTP) 1 and 2 provides the same functions as in layer 1 and 2 of the DSS1 stack. This results in physical transmission via a 64kbit/s No.7 signalling channel or sets of such channels and the provision of a reliable transport of signalling information in layer 2 across a link. For ISDN the MTP3 extends these functions to support a reliable transport between network nodes (facilitating multiple links between nodes operating in load sharing, transfer of signalling information, etc.).

For ISDN No.7 transport network is used by the ISDN User Part (ISUP) Protocol, which is the ISDN specific protocol. The functions of ISUP can be compared to those of DSS1 layer 3 functions plus some network specific additions (e.g. adding of Echo-Cancelling function in a long distance connection, etc.).
2.3
INTELLIGENT NETWORKS

2.3.1
Intelligent Network concepts and requirements
· General

Telephone customers are continually seeking higher quality and more sophisticated services as well as enhanced ease of use in both developed countries and developing countries. These trends have been helped along by requests for telephone services comparable to those available in other countries. Many countries are now introducing Intelligent Network (IN) systems to meet customer demands quickly and economically.

Meanwhile, cellular systems and digital cordless systems are being spotlighted in developing countries as Wireless Local Loop (WLL) systems for the provision of universal telephone services. Also, these systems operate under IN.

Furthermore IN is to offer traffic, charging information and so on by editing and processing administration information collected in the network, such as time-frame, user identification and location, and number of calls.

For the introduction of new services, expansion of basic telephone services, interconnection of various networks and enhancement of operation functions, IN is becoming a key issue in architecture technology.

· Concept

IN will make it possible to implement various advanced services quickly and easily under a multi-vendor environment and also to advance the operation for such services. IN architecture is basically composed of a service control function (SCF) and a service switching function (SSF). 

The SCF can be located at a centralized node in the network separated from a switch. It analyses a customer's request, and sends appropriate instructions to the SSF. The SSF is usually located in a switch. It executes the actual call processing according to the instructions received from the SCF.

To attain efficient service development using IN architecture, it should be ensured that it is not necessary to develop an SCF or an interface between the SCF and the SSF when developing an individual service. To achieve this independence, the SCF is designed so that a service can be created by simply combining service-independent functional components (Fig. 2.3.1). To ensure that the Interface between the SCF and the SSF works for every vendors' switch, it is designed based on a universal switch model.

The IN architecture thus makes it possible to implement a service by simply installing a service scenario into the SCF.




Figure 2.3.1

Intelligent Network Concept

· Requirements

Customer expectations are now far more diverse, demanding convenience and higher quality services at a lower cost. Ultimately, the customer will want to control services himself. But at the same time, the customer will want to make requests to the network that will cause the network, in response, to alter service specifications.

The basic concept underlying the network business is to satisfy customer requirements and provide various services at lower costs. To achieve this, networks must be open to the incorporation of rapidly proliferating technical innovations. In other words, the network should be changed so that the best possible network facilities can be accommodated. To be able to offer services at competitive costs and to assure sound management of the network business, facilities and operations should be introduced at the lowest cost possible.

Demands to be able to offer services at lower operational costs and still satisfy customer requirements, underscores the need for a highly stable and reliable network.

To be able to construct telecommunications networks that will respond to these requirements effectively it is very important to define a unified network architecture concept. As shown in Fig 2.3.2, network functions can be divided into two broad layers: the Transport Layer for transport and connections, and the Intelligent Layer for service and facilities control as well as network management functions. In addition, segmented, standardized network functions must be allocated to the nodes making up each layer, that are interconnected by a standardized interface. This is a basic concept for future network construction.




Figure 2.3.2 
Network Architecture (Intelligent Layer and Transport Layer)

Advantages of IN:

From the viewpoints of customers, operators and manufactures, advantages and benefits of IN are as follows.

Customer's viewpoint


(a)
Customers can enjoy various kinds of services.


(b)
Customers can control service specifications by themselves.


(c)
Customers can get their service operation information.


Operator's viewpoint


(a)
Operators can provide various kinds of services quickly and economically.


(b)
Operators can accomplish service management efficiently.


(c)
Operators can reduce procurement costs by creating a multi-vender environment.


Manufacturer's viewpoint

(a) Manufacturer's can seek to expand their market share by standardization

2.3.2
Considerations on the introduction of IN services in the network

· Essential Technologies

The technology required to create advanced telecommunications services can be divided into three areas: digital switching systems, the No. 7 common channel  system, and intelligent nodes. These three technologies are essential to enhancement of telecommunications services.

(a)
Digital Switching System (Transport Layer)

Telecommunications through a public telephone network connects callers by using a switching system. Stored program control in a digital switching system is a first step in network evolution.

(b)
Signalling System No. 7 (Data Transport Network)

Signalling System No. 7, used to communicate information between digital switching systems, is an important technology for advanced telecommunications services. Networks have previously only been able to send dialled digits to called party switching systems when connecting a call. However, by using Signalling System No. 7, networks will be able to send more information. For instance, caller ID information can be sent to a called party switching system while the call is connected. Furthermore, Signalling System No. 7 is used to exchange information between intelligent nodes.

(c)
Intelligent Node (Intelligent Layer)

A third powerful component is the intelligent node. When allocating service control data at the local switching systems, it is difficult to offer network-wide services. Accordingly, service control should be managed in centralized intelligent nodes. If the software and other technologies necessary to implement these services are built into each local exchange, the call processing overhead will be too great for the switching system, and switching capacity will soon be used up. Moreover, demands to continually develop and introduce new switches embodying each new advanced technology would force an unbearably heavy burden on the R & D of common carriers. Each time service specifications are changed, it would become necessary to develop new kinds of switching systems. Accordingly, as a basic minimum, essential and common functions for service provision should be allocated to the switching system. All other advanced functions for diverse types of services will need to be implemented at the intelligent node.

As shown in fig 2.3.1, the intelligent node has two functions, i.e. the service management function and the service control function. The processor which accommodates the service control function acts on call and communicates with the switching systems by using Signalling System No.7. General purpose computers can be applied to the service control function and also to the management function. The service management function acts mainly as a data-base.

· Evolution of Basic Network Functions

Future services will consist of six basic functions: (a) analysing dial numbers; (b) charging; (c) connection processing; (d) transport network information; (e) interfaces for network extremities; (f) customer control. Therefore, by developing segments which are composed of these basic network functions, and by strategically allocating segmented functions to network nodes, it becomes possible to rapidly provide flexible telecommunications services. Features for development as part of each function will be as follows:

(a)
Dial number analysing: changing a special number (logical number)


(b)
Charging: devising a special charging system different from the existing

system.


(c)
Connection processing: offering special connections different from existing ones, such as advanced call transfer, multiple connection, wide area line hunting, call screening, etc.


(d)
Transport network information: transporting such information within the Transport Layer or between the Transport and Intelligent Layers as caller ID, or busy signal notification.


(e)
Interfaces for network extremities: a high-level interface to connect with customers, processing nodes, and other carriers.

(f) Customer control: network management information; changing or indicating service specification by customer. Soon, service definition by customer will be available.

2.3.3
 IN functions and capability sets
IN-based information handling services comprise two main functional areas.

The IN service call handling functionality involves real-time processing of transient data, i.e. those data items that are only valid for the duration of the respective call. These functions are supported by the communications network in cooperation with SCPs (Service Control Points) which are interrogated during the call for the information to perform the service application.

The IN service management functionality deals with semi-permanent data, i.e. those data items defining the service applications with its parameters and features. The management of the related functions and objects is seen to be embedded into the Telecommunication Management Network (TMN) service management layer, while the individual call handling will be the task of the managed network.

A common set of application functions and application service components will be created to support IN service management and TMN in a consistent way. This allows services to be created by all user groups of TMN/IN (including customers) according to their respective needs and depending on their respective access rights granted by the TMN/IN operator.

Typical examples for services to be supported by extensive usage of the ‘Intelligence in the Network’ are :

· free-phone options of the service 800 type,

· transaction options of the service 900 type,

· alternate billing features,

· individual emergency calls,

· universal roaming subscribers (URS),

· credit card verification,

· virtual private networks,

· wide area CENTREX;

Especially these sophisticated services rely on underlying service components and functionalities in the telecommunication network itself as well as in the TMN.
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Figure 2.3.3
IN functions and functional relationships

Intelligent Network Capability Set 1 (IN-CS1) (see Table 2.3.1) is the first standardized stage of the intelligent network (IN) as an architectural concept for the creation and provision of telecommunications services.

Intelligent Network Capability Set 2 (IN CS-2) is the second standardized stage of the Intelligent Network (IN) as an architectural concept for the creation and provision of services, including telecommunication services, service management services and service creation services, shown in Table 2.3.2, 2.3.3 and 2.3.4.

The implementation of the IN architecture will facilitate the rapid introduction of new services. Its architecture can be applied to various types of telecommunications networks, which include: public switched telecommunications network (PSTN), public switched packet data network (PSPDN), mobile, and integrated services digital networks (N- and B‑ISDN).


	Abbreviated dialling(ABD), Account card calling(ACC), Automatic alternative billing(AAB), Call distribution(CD), Call forwarding(CF),  Call rerouting distribution(CRD), Completion of call to busy subscriber(CCBS), Conference calling(CON), Credit card calling(CCC), Destination call routing(DCR), Follow-me diversion(FMD), Freephone(FPH), Malicious call identification(MCI), Mass calling(MAS), Originating call screening(OCS), Premium rate(PRM), Security screening(SEC), Selective call forward on busy/don’t answer(SCF), Split charging(SPL), Televoting(VOT), Terminating call screening(TCS), Universal access number(UAN), Universal personal telecommunications(UPT), User-defined routing(UDR), Virtual private network(VPN)


Table 2.3.1
Target set of CS-1 services
	Telecommunication services
	Internetwork Freephone (IFPH), Internetwork Premium rate (IPRM), Internetwork Mass calling (IMAS), Internetwork televoting (IVOT), Global Virtual Network Service (GVNS), Completion of Call to Busy Subscriber (CCBS), Conference calling (CONF), Call Hold (HOLD), Call Transfer (CT), Call Waiting (CW), Hot line (HOT), Multimedia (MMD), Terminating Key Code Screening (TKCS), Message Store and Forward (MSF), International Telecommunication Charge Card (ITCC), Mobility services (UPT)


Table 2.3.2
Target set of CS-2 telecommunication services
	Service customisation 
	Telecommunications Service Customisation (TSC), Service Control Customisation (SCC), Service Monitoring Customisation (SMC)

	Service control
	Subscriber Service Activation/Deactivation (SSAD), Subscriber Monitoring Activation/Deactivation (SMAD), Subscriber Profile Management (SPM), Subscriber Service Limiter (SSL), Subscriber Service Invocation (SSI)

	Service monitoring
	Subscriber Service Report (SSR), Billing Report (BR), Subscriber Service Status Report (SSSR), Subscriber Traffic Monitoring (STM), Subscriber service Management Usage Report (SMPUR)

	Other management 
	Subscriber Service Testing (SST), SMP Usage Report (SUR), Subscriber Security Control (SSC)


Table 2.3.3
Target set of CS-2 service management services
	Service specification
	Feature interaction detection, Cross-service feature interaction detection, Feature interaction rule/guidelines generation, Service and SIB cataloguing Created service resource utilization

	Service deployment
	SMP-created service data and SLP update, Service distribution, SIB distribution, Data rule distribution, Feature interaction rule distribution, Creation interface selection, Creation initiation, Editing, Combining, Data population rule generation, SMP service creation

	Multiple SMP support
	Network tailoring, Network element capability specification, Network element function/capability assignment

	Service creation management
	SCE access control, SCE usage scope, SCE recovery, SCE release management, SCE capability expansion, SCE conversion, Cross-SCE service maintenance, SCE-to-SCE system consistency, SCE service/modular/system transference, Conversion of created services, Service management interaction

	Service verification
	SCE testing, Created service simulation, Created service live testing


Table 2.3.4
Target set of CS-2 service creation services
2.3.4
Reference Points and Interfaces

A reference point describes the information flow between two conceptual building blocks of a reference configuration. It now seems generally agreed that the preferred method is to specify the so called ‘shared conceptual scheme’ i.e. the collection of objects seen on both sides of the reference point and the operations that can be performed on these objects across the reference point.

An interface is the physical implementation of a reference point. It consists of a Message or (M) component inherited from the reference point definition, i.e. objects and operation performed on them, and a Protocol or (P) component describing the protocol stack used to transfer the information across the physical medium.

The following reference points and their implementation as interfaces will be necessary for the deployment of IN services:

· The reference point between basic call and connection control, (usually resident in the local exchange), and the advanced service control, (which may reside in the local exchange or other remote device).

The former corresponds to the SSF, CCF and CCAF conceptual blocks in Figure 2.3.3 the latter to the remaining blocks. When implemented as an interface, Signalling System No. 7 is likely to be utilized for information transport ((P) component); the (M) component remains, as yet, undefined.

· The reference point between the service control block and the service management block. Here, Service Management is considered to be a part of the TMN, whereas Service Control is part of the managed network.

Consequently it is the Q3 reference point, as defined in ITU-T Rec. M.3010, which, when implemented, becomes a Q3 Interface. Also of importance, is the reference point/interface between the IN Service Management and the rest of the TMN, in particular, the Network Management layer in the sense of the BT model. Since these may belong to different areas of responsibility, implemented on machines belonging to different operators, the X Reference Point/X interface has to be chosen. It is considered to be like Q3/Q3 with additional security features.

2.3.5
IN Conceptual Model - Global Functional Plane

The Global Functional Plane is a perspective under which specifications describe the view of an “IN-Structured Network” as offered to a service designer. This service designer may also be the IN Customer. This view describes the objects that the service designer can handle (create, delete, modify, associate to other objects) in order to build or ‘customize’ services for a closed set of users, for instance, a group who belong to a Virtual Private Network.

The description of a service based on these objects, called “Service Independent Building Blocks” or SIBs is called SERVICE LOGIC. The distribution of these objects and their implementation over an IN structured network is hidden to the service designer.

An object oriented approach  may be taken: the objects will be named, contain a closed set of variables - each variable having a closed set of values, modified by a closed set of operations, strictly associated to the object. The definition of an object may refer to previously defined objects.

Some examples of these objects are shown in Table 2.3.5.






Table 2.3.5
IN Managed objects

OBJECT
operations on this object (parameters are not listed):


SIBs

create, delete, authorize, assign values to attributes:

VPN

re-name (complex object)…

USER

assign name, location, assign to VPN, modify rights…

GREEN NUMBER
modify, assign serving users,…

ORIG. AREA
declare, assign serving user in a “Green number”…

ANNOUNCEMENT
modify, assign triggers, assign answers…

LOCATION REG
assign a user (= allow its mobility), check,…

ACCOUNT NUMBER
assign to user or to VPN,…

SERVICE LOGIC
create, modify, delete, simulate, verify, …


2.3.6
Future role of the IN

In the Information Technology and Internet Protocol worlds quite a few misconceptions exist on Intelligent Networks. The most common one is that IN is ‘something of the old world’ and that it is strictly linked to public, switched circuit and SS No7 controlled networks. Although this is often the case today, IN has all the elements to be more than a ‘computer outside the switch with SS No7 on it’…

· IN spans multiple networks: Already today, the scope of Intelligent Networks is no longer limited to the fixed PSTN. With the advent of wireless networks, IN has gradually taken care of a wide range of mobile and fixed-mobile converged (FMC) services. This expansion will continue further and result in data services and fixed-mobile-data convergence. As such, the IN philosophy, (software building blocks and network elements) will be re-used to offer similar services on switched circuit and packet networks.

In the case of mobile networks, the IN ‘protocol suite’ of ISUP and INAP has been complemented with other protocols such as MAP, IS41 and Camel, and the expansion into the IP world will allow the IN to adopt other new protocols such as RADIUS, H.323, SIP, WAP, etc.

· IN is a toolbox for building services on any network: Independently of the network one is building services for, there are a number of common building blocks. 

One example is the communication between the service and its user. From a functional point of view, there is no difference in implementing this communication using a Specialized Resource Point
, generating voice and accepting DTMF (as is the case with most of today’s voice services), or using a Web server (which is also to be considered as a specialized resource function) exchanging information using HTML forms or Java applets.

Other examples of IN building blocks spanning many networks are those providing connectivity (between users and services), management (network and service), charging and billing, terminal access, etc. The IN is to be considered as the toolbox for combining and integrating these building blocks into useful and revenue generating services.

· IN is an ever growing range of user oriented services: Today, a wide variety of IN services are available, generating revenue for network operators and service providers on a daily basis. With the advent of the Internet, the scope of services and applications is expanding (see figure 2.3.4), and the IN will follow this trend. 

For example, in the near future, further Intelligent Network platforms will be able to handle new applications, providing services to both the (IP) networks and the end-users.
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Figure 2.3.4
Services evolution

Together with the convergence stages there are a number of action domains in which new IN services will be developed and offered. 

· Convergence services: When combining “the best of both worlds” there are opportunities to offer innovative new services, using the capabilities of both the PSTN and the Internet. As the IN is located at the most strategic position in the network (i.e. controlling the line that connects the PSTN subscriber with the Internet Access Provider), it is ideally positioned to offer a wide range of value added services, targeted at all players, ranging from Users/Subscribers (‘web surfers’), to Network Operators and Internet Access and Corporate/Value Added Service Providers. 

· Voice-over-IP services: Although today’s VoIP usage is still driven by the lack of regulation of IP Telephony calls (e.g. VoIP allows users to make a long distance call for the price of a local one), market analysts agree that tomorrow’s market will only be able to flourish through the presence of Value Added Services for the end-user.

As such, the availability of a powerful intelligence infrastructure with appropriate services (including both “traditional” voice services and new “convergence services” such as Click-to-Dial, Web Call Centres, etc) is to be considered as a major asset for any operator that aims to benefit from the data wave.

· Native IP services: In the IP network, the intelligence is distributed over different components (most of them implemented at the edge of the IP network or even in the user’s terminal):

· Authentication, Authorization and Accounting (AAA) servers, communicating with the Remote Access Nodes using RADIUS, TACACS, RAS, etc.;

· VoIP Gatekeepers, communicating with the Gateways using H.323, SIP, etc.;

· (LDAP based) Directory and Domain Name Servers (DNS);

· Routing tables and policy databases;  

· Content and transaction servers (HTTP, FTP, etc.);

· Client applications for Dial-up (PPP), VoIP (e.g. MS Netmeeting), Internet browsing (e.g. MS Explorer, Netscape), Java applets, etc.;

· Web based provisioning and management: Personalized and dynamic service provisioning and management is a key-differentiator for operators in a liberalized telecom market. A Web interface brings full flexibility to the desk of the existing subscriber and a “billboard” to the potential subscriber. 

More information on IN services can be found in the Section 2.9 of this Chapter.

2.4
PACKET SWITCHED NETWORK

2.4.1 Introduction

Packet Switched network technology has been utilized for a single switched communication link to access databases for multiple users simultaneously, cost-effectively and securely. Sharing network facilities with other users reduces the number of lines and modems typically needed to connect a wide area of audience with existing information resources. 

Packet switching technology involves the segmentation of a data stream into packets. Packets from many users are intermixed on the same network facility. The packet network supports access through dial-up modems, ISDN and dedicated private lines. Over the last several decades, packet switching technology has evolved into a data-transport platform for statistical multiplexing of low-speed user traffic across large distances and today forms the basis of many advanced data communications networks. To begin communication, one computer calls another to request a communication session. The called computer can accept or refuse the connection. If the call is accepted, the two systems can begin full-duplex information transfer. Either side can terminate the connection at any time.

2.4.2
X.25 Basic Structure

The X.25 specification defines a point-to-point interaction between data terminal equipment (DTE) and data circuit-terminating equipment (DCE). DTEs (terminals and hosts in the user’s facilities) connect to DCEs (modems, packet switches, and other ports into the PDN, generally located in the carrier’s facilities), which connect to packet switching exchanges (PSEs, or simply switches) and other DCEs inside a PSN and, ultimately, to another DTE. The relationship between the entities in an X.25 network is shown in Figure 2.4.1.
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Figure 2.4.1
X.25 Model

A DTE can be a terminal that does not implement the complete X.25 functionality. A DTE is connected to a DCE through a translation device called a packet assembler/disassembler(PAD). The operation of the terminal-to-PAD interface, the services offered by the PAD, and the interaction between the PAD and the host are defined by ITU-T Recommendations X.28, X.3, and X.29, respectively. 

2.4.3
Packet Transmission Principles 

End-to-end communication between DTEs is accomplished through a bi-directional association called a virtual circuit. A virtual circuit (VC) characterizes an end-to-end logical link between two DTEs (Figure 2.4.2).  

The switched virtual circuit technique allows for the multiplexing of several simultaneous communications on the same physical access link between the subscriber and the network.

Each of the virtual circuits are identified by a logical link number when the communication is set-up.  
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Figure 2.4.2
Virtual Circuits

Virtual circuits permit communication between distinct network elements through any number of intermediate nodes without the dedication of portions of the physical medium that characterizes physical circuits. Virtual circuits can either be permanent or switched (temporary). Permanent virtual circuits are commonly called PVCs. Switched virtual circuits are commonly called SVCs. PVCs are typically used for the most-often-used data transfers, while SVCs are used for sporadic data transfers.   

Once a virtual circuit is established, the DTE sends a packet to the other end of the connection by sending it to the DCE using the proper virtual circuit. The DCE looks at the virtual circuit number to determine how to route the packet through the X.25 network. The Layer 3 X.25 protocol multiplexes between all the DTEs served by the DCE on the destination side of the network and the packet delivered to the destination DTE. 

The data is transmitted in blocks that are called packets (32 to 256 bytes). Each data packet is preceded by a header (3 bytes) containing the service information used, in particular, to route the packet through the network . After reception, the packets are released from their envelope and re assembled so that the initial data flow is formed once again. 

The frames are numbered modulo 8 (standard) or 128 (extended). Frames sent by one extremity of the link must be acknowledged by the other extremity. The procedure offers the possibility of anticipating the acknowledgements: each extremity can send a series of information frames (maximum 7 or 127 according to the case) without waiting for the acknowledgement of the first one. This device avoids dead time between frames and thus transmits at maximum speed.

The number of frames that can be sent without reception of the acknowledgement of the first one is a parameter of the procedure and bears the name “ frame window”.
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Figure 2.4.3
Packet constitution

2.4.4 
X.25 Layers 

The X.25 specification maps to Layers 1 through 3 of the OSI reference model. Layer 3 X.25 describes packet formats and packet exchange procedures between peer Layer 3 entities. Layer 2 X.25 is implemented by Link Access Procedure, Balanced (LAPB). LAPB defines packet framing for the DTE/DCE link. Layer 1 X.25 defines the electrical and mechanical procedures for activating and deactivating the physical medium connecting the DTE and the DCE. 

An X.25 frame is composed of a series of fields, as shown in Figure 2.4.4. Layer 3 X.25 fields make up an X.25 packet and includes a header and user data. Layer 2 X.25 (LAPB) fields include frame-level control and addressing fields, the embedded Layer 3 packet, and a frame check sequence (FCS).
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Figure 2.4.4 
X.25 Frame

· Layer 3

Layer 3 X.25 uses three virtual circuit operational procedures: 

· Call set-up 

· Data transfer 

· Call clearing 

The packet level handles: 

- the establishment and release of the VCs, 

- control of the data transfer on each VC, 

- addressing between network subscribers, 

- fragmentation and re-assembly of the data by 32, 64, 128 or 256 byte segments, 

- flow control by packet numbering and

- communications multiplexing on the same physical medium by numbering or logical
link.

Execution of these procedures depends on the virtual circuit type being used. For PVC, Layer 3 X.25 is always in data transfer mode because the circuit has been permanently established. If SVC is used, all three procedures are used and X.121 addresses (IDN, International Data Number) have to be used in addressing fields in call set-up packets. X.121 addresses vary in length and can be up to 14 decimal digits long.

Packets are used to transfer data. Layer 3 X.25 segments and reassembles user messages if they are too long for the maximum packet size of the circuit. Each data packet is given a sequence number, so error and flow control can occur across the DTE/DCE interface. 

· Layer 2

Frame structure is shown in Figure 2.4.5.  Layer 2 X.25 is implemented by LAPB. LAPB allows both sides (DTE and DCE) to initiate communication with the other. During information transfer, LAPB checks that the frames arrive at the receiver in the correct sequence and error-free. 

As with similar link-layer protocols, LAPB uses three frame format types: 

· Information (I) frame: These frames carry upper-layer information and some control information (necessary for full-duplex operation). Send and receive sequence numbers and the poll final (P/F) bit perform flow control and error recovery. The send sequence number refers to the number of the current frame. The receive sequence number records the number of the frame to be received next. In full-duplex conversation, both the sender and the receiver keep send and receive sequence numbers. The poll bit is used to force a final bit message in response; this is used for error detection and recovery. 

· Supervisory (S) frames: These frames provide control information. They request and suspend transmission, report on status, and acknowledge the receipt of I frames. They do not have an information field. 

· Unnumbered (U) frames: These frames, as the name suggests, are not sequenced. They are used for control purposes. For example, they can initiate a connection using standard or extended windowing (modulo 8 versus 128), disconnect the link, report a protocol error, or similar functions. 
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Figure 2.4.5  Frame Structure

All the frames must start and end with a frame delimiter sequence called the flag (Figure 2.4.5). The flag is used for frame synchronization. The flag is the only frame element that can contain six consecutive 1s. If the user data should generate such a sequence, the procedure automatically inserts a 0 after the fifth 1.

Information block contains Address, Command and Information Fields. This is the sequence of bits to be delimited and protected from errors.

The FCS (Frame Check Sequence) field contains 16 bits calculated by the sender from fields A, C and I.

On reception, the recipient of the frame uses the same calculation algorithm and compares with the value of the received FCS. In this way, it can detect the transmission errors and request re transmission of the erroneous frames. The FCS:

- Is based on the Cyclic Redundancy Check (CRC) of 16 bits.

- Detects all the packets with one, two or three erroneous bits.

- Detects any error occurring every 16 bits or less.

- Detects any error occurring every 17 bits except the CRC.

- Detects all the odd numbers of the erroneous bits.

- Detects 99.998% of all other possible errors.

· Layer 1

Layer 1 X.25 uses the X.21bis physical-layer protocol, which is roughly equivalent to EIA/TIA232C (formerly RS-232-C). X.21bis was derived from ITU-T Recommendations V.24 and V.28, which identify the interchange circuits and electrical characteristics (respectively) of a DTE to DCE interface. X.21bis supports point-to-point connections, speeds of up to 64 kbps, and synchronous, full-duplex transmission over four-wire media. The maximum distance between DTE and DCE is 15 meters.
2.5
FRAME  RELAY
2.5.1
Introduction
Frame Relay network technology is designed to support users who need increased bandwidth for internetworking local area networks. Frame Relay is also designed to support users who need reduced delay for their transmissions. The technology is so named because most of the operations occur at the frame layer (layer 2) of OSI (Open System Interconnection). The basis for Frame Relay is HDLC (High Data Link Control) and HDLC-derived protocols such as LAPD (Link Access Procedure for D channel) and V.120. 

Frame Relay was originally conceived as a protocol for use over ISDN interfaces. It also can be implemented on existing packet switching equipment.

Frame Relay is a system of transferring data at the data link layer level. Frame Relay is the same type of protocol as X.25. However, Frame Relay differs significantly from X.25 in its functionality and format. In particular, Frame Relay is a more streamlined protocol, facilitating higher performance and greater efficiency.

Frame Relay operates with the assumption that the network is quite reliable and fast. It also operates on the premise that end users’ machines have considerable processing power as well as the software necessary to recover from occasional failures that might occur within the network itself. 

Frame relay does not perform error correction. Rather, it performs a simple CRC check at each FRX node. If the packet is found to have errors it is discarded. Frame relay does not guarantee the delivery of packets, but it does guarantee that if the packet reaches its destination, it is error free. 

Frame relay is an example of a connection-oriented protocol. It differs from connectionless protocols in that all packets for a particular virtual connection follow the same path through the network. By sending the packets over the same path, arriving packets are always in the correct order. 

Frame Relay uses many of the concepts of X.25, such as statistical time division multiplexing, including the concept of the virtual circuit.

Frame relay supports two types of circuits: 

 ° Switched Virtual Circuits (SVCs) 

 ° Permanent Virtual Circuits (PVCs) 

SVCs are analogous to X.25 connections and it is defined in the frame relay standards.

PVCs are logical connections that exist on a physical circuit between two ports of a node. Each PVC has its own unique identifier, called a Data Link Connection Identifier (DLCI).  
2.5.2
Definition

The Frame Relay service provides the bi-directional transfer of SDU (Service Data Units) from one S or T reference point to another with the order preserved. The SDUs are routed through the network by appropriate layer 2 PDU (Packet Data Units) on the basis of an attached label, a logical identifier with local significance.

The user network interface structure at the S or T reference point allows for the establishment of multiple virtual calls and/or permanent virtual circuits to many destinations. This service is generally available on the following ISDN access arrangements: point-to-multipoint (passive bus) and point-to-point (NT2).

2.5.3
General description

The Frame Relay service has the following characteristics (see Figure 2.5.1):

· All Control-plane procedures, if needed, are performed in a logically separate manner using protocol procedures that are integrated across all ISDN telecommunications.

· The User-plane procedures at layer 1 are based on Recommendation I.430/I.431. Layers 2 procedures are based on the core functions of Recommendation Q.922. These layer 2 core functions allow for the statistical multiplexing of user information flows immediately above layer 1 functions. This bearer service provides the bi-directional transfer of service data units (frames) from one S or T reference point to another with the order preserved.

This bearer service:

· Preserves the order of SDUs transmitted at one S or T reference point when they are delivered at the other end

· Detects transmission, format and operational errors (e.g. frames with unknown label)

· Transports frames transparently, and only the label and frame check sequence (FCS) may be modified by the network

· Does not acknowledge frames (within the network).

The functions above are based on the core functions of Recommendation Q.922. They provide service quality that is characterized by the value of the following parameters:

· throughput

· access rate

· committed information rate

· committed burst size

· transit delay

· residual error rate

· delivered errored frames

· delivered duplicated frames

· delivered out-of-sequence frames

· lost frames

· misdelivered frames

The core functions of Recommendation Q.922 are:

· frame delimiting, alignment and transparency

· frame multiplexing/demultiplexing using the address field

· inspection of the frame to ensure that it consists of an integer number of octets prior to zero bit insertion or following zero bit extraction

· inspection of the frame to ensure that it is neither too long nor too short

· detection of transmission errors

· congestion control functions
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Figure 2.5.1
Protocol structure of Frame Relay

2.5.4
Applications

The Frame Relay service described in this document aims to support a wide range of data applications and rates from very low to high (typically 2 Mbps). A typical application of Frame Relay may be interconnection between local area networks (LANs).

2.5.5
Frame format

Figure 2.5.2 shows the standard frame structure of Frame Relay with a default two-octet address based upon ITU-T Recommendation Q.922. There are also three- and four-octet address formats. The frame relay used by frame relay services is a derivative of the ISDN Link Access Protocol D-channel (LAP-D) framing structure. Frame Relay uses the beginning and ending flag, the frame check sequence field (FCS), and the information field.

Octet 1
2


0 ~ 8188

     2
         1
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Figure 2.5.2     The Frame Relay frame format

C/R : Command / Response field bit

FECN : Forward Explicit Congestion Notification bit

BECN : Backward Explicit Congestion Notification bit

DE : Discard Eligibility indicator bit

DC : DLCI or DL-core Control Indicator bit

EA : Address Extension bit

2.5.6 
Operations of the data link layer with Frame Relay

2.5.6.1
Operation on one link

Frame Relay continues to do an error check on the data at each node in the network as well as any routers that use the Frame Relay software. The conventional cyclic redundancy check (CRC) operation is employed against the frame check sequence (FCS) field. However, if this check reveals that the frame was distorted during transmission across the communication channel, the frame is not only discarded but also no negative acknowledgement (NAK) is returned to the sender. Figure 2.5.3 shows these operations.
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Figure 2.5.3
The Frame Relay approach

2.5.6.2
Operation on more than one link

Figure 2.5.3 also shows how each intermediate node in a Frame Relay network relays the frame. The operation proceeds on a node-to-node basis, and each node is required to perform the FCS check. It also has the option of managing congestion through the use of the Frame Relay congestion notification bits. Moreover, it may discard traffic because of congestion problems and a bad FCS check, or for that matter any reason that the network so chooses. Of course, in discarding user frames, the network runs the risk of not meeting the user’s quality of service (QOS) requirement.

It is a good idea to pause once again and reflect on the rationale for implementing these stripped-down operations. First, errors are unusual in modern communications channels (especially optical fibre). Therefore, it is not efficient to do error recovery within the network. Second, end-user stations usually perform end-to-end error detection and retransmission operations anyway. Therefore, the elimination of error recovery at the data link layer removes a redundant operation.

2.5.7
Bandwidth on demand

A Frame Relay network allows a user to obtain different levels of transmission capacity in a dynamic fashion (if the network chooses to implement this concept). This concept is called bandwidth on demand. The user is given an access line to the Frame Relay network. The user can send traffic to the network at the access rate, but is only charged for that portion of the line that is used over a period of time.

2.5.8
Traffic shedding

The Frame Relay network is allowed to discard user traffic if the user is violating its contract with the network by sending excessive traffic. The user is also allowed to tag traffic which the network can shed selectively, in the event that congestion occurs.

2.5.9
Congestion notification

The network may notify users that the network is experiencing congestion problems, and/or a user is creating excessive traffic in the network. This notification can be used by the user device to decrease its rate of transmission to the network.
2.6
ATM BASED NETWORKS

The integration of telecommunication and information processing, as well as recent progress in the field of audio and video presentation on computer workstations, is opening up new horizons for marketing and distribution applications. Multimedia product information consisting of still and moving images, sound and voice sequences, charts, and text, can help customers obtain information on services. In addition to product presentation, networked multimedia provides an innovative opportunity to hold small video-conferences regardless of distance. High performance broadband networks are required to provide a high-quality connection; interest here is focused on ATM-based networks, with their capacity for flexible use of bandwidths.

2.6.1
ATM network elements

The common phrase is that the ATM makes B-ISDN a reality, whilst giving no precise explanation of it. It should be noted that B-ISDN was an extension of the ISDN (involving integrated broadband services such as high-speed-data). So, B-ISDN functions as a communication network. Broadband services produced problems with switching and service time distribution, which ATM can support. The ATM related functions are implemented in the elements of the B-ISDN Reference Configuration, Figure 2.6.1. 

The Broadband Network Termination 1 (B-NT1) performs mainly low layer functions such as:

· Line transmission termination, 

· Transmission interface handling and 

· Maintenance functions.

The Broadband Network Termination 2 (B-NT2) performs:

· Adaptation functions for different media and different protocols in addition to cell delineation, 

· Buffering of ATM cells

· Multiplexing/demultiplexing, 

· Signalling protocol handling 

· Resource allocation and usage parameter control,

· Interface handling,

· Switching of internal connections.

The Broadband Terminal Equipment 1 (B-TE1) connects user terminals and handles the termination of all end-to-end protocols.

These units are separated by Network Node Interface (NNI) and User Network Interface (UNI).

Interface represents the shared boundary between two entities across which they communicate. ITU-T specified two main types of interfaces: 

· User-Network Interface (UNI) - connects ATM end-systems (e.g. hosts, routers) to an ATM switch. A cell header at UNI contains a generic flow control field (GFC) providing flow control for the traffic originated at user equipment. 

· Network-Node Interface (NNI) - may be defined as an interface connecting two ATM switches. It is any physical or logical link across which two ATM switches exchange the NNI protocol. The NNI (also known as network-network interface) cells have no GFC field. 
The GFC field is rarely used (it is not even defined in the ATM Forum UNI specification). So there is no difference between the UNI and NNI cells with the exception of the first four bits. 
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Figure 2.6.1
B-ISDN Reference Configuration. 

ATM will play a central role in the evolution of current and future broadband networks. It comprises a very complex technology; there is an opinion that it is the most complex ever developed by the networking industry. High performance ATM switches with point-to point ATM links or interfaces, followed by very sophisticated software, are the main components of an ATM network.  

Different types and applications of ATM networks are possible:

The public Broadband ISDN (B-ISDN) consisting of ATM switching nodes and ATM remote units was the original idea for the application of ATM. Services considered were mainly based on video (e.g. videotelephony) and the whole set of supplementary services developed for narrowband ISDN was adapted also for Broadband ISDN. This kind of network was not deployed because the trend moved towards data applications with a dominance of IP.

Nevertheless public ATM based networks consisting of ATM switching nodes (where paths are adjusted by user signalling) and ATM cross connects (where paths are adjusted by management) are in use for the interconnection of other networks, e.g. data networks based on ATM, Frame Relay or IP, or even between narrowband switches.

The third category is private ATM based networks used as replacement for other technologies such as FDDI in campus networks. It consists of specialized ATM switching nodes that are adapted to the needs of the data world, especially the transport of IP datagrams.

Figure 2.6.2 shows an example configuration with three ATM based networks: the private ATM based network, the public ATM network which might be used for B-ISDN but also as access network for the interconnection of other networks and finally a public ATM transit network to interconnect other ATM networks, both as part of a B-ISDN and as part of an ATM interconnection network.

Outgoing cells are received asynchronously from the ATM layer. Header error control sequence generation and verification generates and checks the header error control code to ensure valid data.

The cells are then packed in the SDH (SONET) frame format. Idle cells must be inserted into the frame when no “real cells” are available (cell rate decoupling). After adaptation to the physical media (optical fibre), the SDH frames are sent asynchronously.

In the opposite direction incoming SDH frames are received. The ATM cells are identified and extracted (cell delineation) from the frames and passed upwards into the ATM-layer.

In B-ISDN, the use of ATM allows for a multiplicity of service types/characteristics and for the logical separation of signalling from user information streams. A user may have multiple signalling entities connected to the network call control management via separate ATM virtual channel connections. The following sections identify the signalling capabilities needed in B-ISDN and the requirements for establishing signalling communication paths.
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Figure 2.6.2 
ATM Network.

ATM Forum Interfaces

Connection between a private ATM switch and a public ATM switch is a UNI. According to the ATM Forum it is known as a Public UNI (it doesn’t exchange the NNI information).

The User-Network Interface defines different aspect of transmission and adaptation to different physical media, concerning the adopted bit rates and other electro/optic characteristics for interfaces and signals. Interfaces are mainly classified according to these specifications, mainly. The ATM Forum defines specifications for UNI interfaces such as: ATM physical medium dependent interface for 155Mbps on twisted pair cable; DS1 physical interface, UTOPIA (Universal Test & Operations PHY Interface for ATM); E1 (E3) Public UNI, etc.

However, there is common classification of interfaces according to its purpose, accepted by the ATM Forum, too. Some of the interfaces are listed below:

Private network-to-node interface (P-NNI) – specifies the protocol by which ATM switches communicate within a private ATM network including multi-protocol switched private networks. 

Broadband ISDN inter-carrier interface (B-ICI) – defines inter-switch communications in public networks (af-bici-0068.000). 

LAN emulation user network interface (LUNI) – which enables existing LANs to communicate with similar LANs and with ATM attached stations over ATM.

Frame user network interface (FUNI) – defines a frame-based interface for ATM services. 

Home user network interface (Home UNI) and Access network interface (ANI) – are aimed at residential broadband application. 

2.6.2
ATM network operation

ATM networks are basically connection oriented. Virtual circuits have to be set up prior to any data transfer.  There are two types of virtual circuits: virtual paths identified by virtual path identifiers (VPI) and virtual channels identified by combinations of VPI and VCI (Virtual Channel Identifier). 

Virtual paths represent bundles of virtual channels, and all of them are switched transparently across the ATM network based on their common VPI. 

The basic operation of an ATM switch is rather simple: it receives cells across a link on a known VCI or VPI, looks up the connection value in a local translation table to determine the outgoing port (or ports) of the connection and the new VPI/VCI value of the connection on that link and finally retransmits the cell on that outgoing link. 

Local translation tables are set up prior to transmittal of data by external mechanism. The mechanism determines two main types of the ATM connections:

· Permanent virtual connections (PVC) - an external mechanism sets up a set of switches between the source and the destination ATM system; they are programmed with the appropriate VPI/VCI values. PVC thus needs some manual operation (not desirable, usually).
· Switched virtual connections (SVC) - it is a connection that is set up automatically by a signalling protocol. It doesn’t require any of the manual interaction needed for the set up of PVC. So, it is expected that SVC will be widely used especially for higher layer protocols over ATM.
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	Output
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Figure 2.6.3  ATM switch operation.

An ATM end-system that desires to set up a connection through ATM network initialises signalling. This means that it sends cells on a virtual channel with VPI=0 and VCI=5 (this virtual channel is reserved for signalling traffic only). 

After initialisation signalling is routed through the network, from switch to switch. The signalling request are passed between the signalling or call control processes associated with the switches (usually, call control capability is integrated into switches). Connection identifiers are set up in that process until the destination end system is reached. The end system can accept or confirm the connection request. Conversely it can reject it, clearing the connection. As the connection is set up along the path of the connection request, data flows along the same path. 

Connection identifiers (VPI/VCI values) are allocated in each direction of a connection. Traffic parameters in each direction can be different, however. For instance, the bandwidth in one direction could be zero. 
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	Figure 2.6.4     Connection set-up through ATM signalling


Different types of ATM connections can be set up, either as permanent or switched virtual channels, Figure 2.6.5. Two main types are:

Point-to-point configuration (at the UNI) – connects two ATM end-systems which can be unidirectional or bi-directional.

Point-to-multipoint configuration (at the UNI) – a configuration with more than one terminal equipment supported by a single network termination at a user-network interface. Such connections can be unidirectional or bi-directional. 

For a single termination - the source end-system is known as root node. Multiple destinations end-systems are known as leaves. Within the network a cell replication is performed. It is usually done by ATM switches, or rarely by end systems. 
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Figure 2.6.5
Types of ATM connections

Point-to-multipoint connections are unidirectional, meaning that the root is allowed to transmit data to the leaves, and not leaves to the root or to each other. 

These two types of ATM connections have no analogy with: 

· multicasting capability as unidirectional communication from a single source access point to a limited number (more than one) of specified destination access points (I.140), or 

· broadcasting capability as unidirectional communication from a single source access point to an unlimited number (more than one) of specified destination access points (I.140),

These are common in most of the shared medium technologies (such as Ethernet or Token Ring, for instance). In these technologies multicasting enables multiple end-systems to both receive data from the multiple systems, and to transmit data to these multiple systems. The analogy to such (LAN) multicast communications in ATM would be bi-directional multipoint-to-multipoint connection. This cannot be supported by the AAL5 (ATM adaptation layer). Namely, the AAL5 has no provision within the cell format for interleaving cells from different AAL5 packets on a single connection. In order to enable destination reassembly process, cells must be received in sequence, with no interleaving. So, ATM AAL5 point-to-multipoint connections can be only unidirectional. It should be noted that AAL5 is the most common adaptation layer intended for multimedia applications, and that AAL3/4, being more complex, supports interleaving of cells from different packets.
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Figure 2.6.6 
Multicast server operation

In order to accept different traffic sequences obtained from LANs which rely upon existence of a low level multicast/broadcast capability, ATM requires some form of multicast capability. Three methods have been proposed as solutions:

1. Virtual-path-multicasting – Is a mechanism in which a multipoint-to-multipoint virtual path links all nodes in the multicast group, and each node is given a unique VCI value within the VP. A protocol for uniquely allocating the VCI values to nodes will likely be very complex (does not exist yet).

2. Multicast server –In this mechanism, Figure 2.6.6, all nodes desiring to transmit onto a multicast group set up a point-to-point connection with an external device known as multicast server. The multicast server is connected to all nodes wishing to receive multicast packets through a point-to-multipoint connection. This mechanism is rather complicated: the multicast server receives packet across the point-to-point connections, then retransmits them across the point-to-multipoint connection, after ensuring that packets are serialized.

3. Overlaid point-to-multipoint connections – In this mechanism, Figure 2.6.7, all nodes in the multicast group establish a point-to-multipoint connection with each other node in the group, enabling that all nodes transmit to and receive from all other nodes.
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Figure 2.6.7
Multicast through overlaid point-to-multipoint connections

In the last mechanism each node requires N connections for each group, where N is the total number of transmitting nodes. The multicast server mechanism requires only two connections per node in a multicasting group, but it requires a registration process for telling nodes what the other nodes are in the group. The multicast server is more scalable in terms of connection resources, but introduces a centralized processor that may be a potential bottleneck.

There is no ideal solution for multicast in the ATM technology. Inter-networking protocols for ATM are very complex. 

2.6.3
ATM routing

ATM is primarily connection oriented
  so connection requests need to be routed from the requesting node through the network and to the destination node. The same way that packets are routed within a packet–switched network. The NNI protocols have the same function as routing protocols in current routing networks
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Figure 2.6.8  UNI and NNI signalling
NNI protocols consist of two components: 

· NNI signalling protocol - used to relay ATM connection requests within the networks between the source and destination UNI. The UNI signalling requests are mapped into NNI signalling at the source (ingress) switch, and remapped back into UNI signalling at the destination (egress) switch.

· Virtual circuit routing protocol - used to route signalling requests through the network. This is the route on which the ATM connection is set up, and along which the data will flow. 

The NNI protocol is much more complex than any existing routing protocols for two reasons:

· it has to allow greater scalability than in existing routing networks, and

· it has to support high quality of service QoS. 
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Figure 2.6.9
Connection admission control

Guaranteed QoS is the great advantage of the ATM and one of the main attributes for introducing such, very complex and rather expensive, technology in communication networks. In the request for the connection set up, a certain QoS is also specified. Depending on the ATM service and QoS capabilities requested, a particular mix of QoS elements are specified (such as cell loss ratio, cell delay, cell delay variation). According to this, ATM switches implement a connection admission control procedure, Figure 2.6.9.

Connection admission control (CAC) – Is the set of actions taken by the network at the call set up phase (or during call re-negotiation phase), within the control part of network nodes, in order to establish whether a virtual channel/virtual path (VC/VP) connection can be accepted or rejected (or a request for re-allocation can be accommodated). Routing is a part of CAC actions (ETSI, TR 101 287).

The switch accepts the connection only if violation of current guarantees are not reported. CAC is a local switch function, and is dependent on the architecture of the switch and local decisions on the strictness of QoS guarantees.

The virtual circuit (VC) routing protocol must ensure that a connection request is routed along a path that leads to the destination and has a high probability of meeting the QoS requested in the connection set up – that is, of traversing switches whose local CAC will not reject the call.

The protocol uses a topology state routing protocol in which nodes flood QoS and reachability information so that all nodes obtain knowledge about reachability within the network and the available traffic resources within the network.
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Figure 2.6.10
Operation of crankback

Each node in the path still performs its own CAC on the routed request because its own state may have changed since it last advertised its state, and thus changed from the information used in the connection admission control. So, there is a possibility that connection request may fail at some intermediate node. In large networks with many levels of hierarchy, in which information cannot be accurately aggregated, this is more likely to happen. The PNNI protocol (ATM Forum) supports, for instance, the notion of crankback (Figure 2.6.10). In this procedure, a connection which is blocked along a selected path is rolled back to an intermediate node, earlier in the path. The intermediate node attempts to discover another path to the final destination using the newer, more accurate network state.
2.6.4
LAN emulation

Given the vast installed base of LANs and WANs and the network and link layer protocols operating in these networks, a key to ATM success will be the ability to allow for interoperability between these technologies and ATM. Only few users will tolerate the presence of islands of ATM without connectivity to the remainder of the enterprise network. The key to such connectivity is the use of the same network layer protocols (for instance, IP) on the both existing networks and on the ATM. 

There are, however, two fundamentally different ways of running network layer protocols across an ATM network. In one method, known as native mode operation, address resolution mechanisms are used to map network layer addresses directly into ATM addresses, and the network layer packets are then carried across the ATM network. The alternate method of carrying network layer packets across an ATM network is known as LAN emulation (LANE) method.

As the name suggests, the LANE protocol defines a service interface for higher layer (that is, network layer) protocols, which is identical to that of existing LANs, and data sent across the ATM network are encapsulates in the appropriate packet format. No attempt is made to emulate the actual media access control protocol of the specific LAN concerned.

In other words, the LANE protocols make an ATM network look and behave like an Ethernet or Token Ring LAN – although one operating much faster that a real such network.
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Figure 2.6.11
Physical and emulated LAN

2.6.5
ATM Network examples

The network illustrated in Figure 2.6.12 consists of access and transport parts. ATM signals are generated in ATM terminals at the Customer Premises Equipment and are connected to ATM Service Multiplexers or LAN Access Devices. ATM Service Multiplexers permit the connection of various service interfaces onto a single ATM interface. LAN Access Devices are used to connect existing legacy systems, e.g. Ethernet or Token Ring, to a single ATM interface. Internet can be connected across a Virtual Network Router.
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Figure 2.6.12
 An ATM network example

Besides the integration (adaptation) of services like speech and video, the integration (adaptation) of data protocols like IP (Internet Protocol) gains more importance. Here not only the packaging of the data packets into cells has to be performed, but also the subjects of addressing and routing have to be clarified. The ATM-Forum and the Internet Engineering Task Force IETF are the driving forces in the field of “IP over ATM”, resulting in a new service GFR (ATM Forum, May 1999). The ITU-T has also issued a Recommendation Y.1310 on IP over ATM.

The primary role of traffic control and congestion control parameters and procedures is to protect the network and the user in order to achieve network performance objectives. An additional role is to optimise the use of network resources.

In B‑ISDN, congestion is defined as a state of network elements (e.g. switches, concentrators, cross‑connects and transmission links) in which the network is not able to meet the negotiated network performance objectives for the already established connections and/or for the new connection requests.

In general, congestion can be caused by:

· unpredictable statistical fluctuations of traffic flows,

· fault conditions within the network.

Congestion is to be distinguished from the state where buffer overflow is causing cell losses, but still meets the negotiated quality of service. The uncertainties of broadband traffic patterns and the complexity of traffic control and congestion control suggest a step-wise approach for defining traffic parameters and network traffic control and congestion control mechanisms. It may be appropriate to consider additional sets of such capabilities, for which additional traffic control mechanisms will be used to achieve increased network efficiency.

Since ATM connections are unidirectional, two ATM connections are associated for the two directions of a communication and identified by the same VPI/VCI at a given interface. It should be noted that traffic control procedures that apply to a unidirectional connection (forward direction) may imply cell flows on the associated connection in the other direction (backward direction). Also, traffic control procedures may use cell flows on the forward direction to control the backward direction.

QoS requirements refer to QoS classes requested from the user. QoS commitments are referred to where the network actually commits to meet QoS objectives, assuming the user generated cell flow conforms to a traffic contract. QoS indications pertain when there is no such traffic contract between the user and the network, e.g. in cases where traffic engineering rules are used to operate the network and do not allow for commitments to the user.

Nowadays, the most attractive projects are based on satellite transmission, whether they use the ATM technique or Internet protocols. These networks play a very important role in the deployment of global networks (3(, as being complementary to the future fixed or terrestrial mobile ones. The ATM Forum is working on specifications for a satellite transmission very intensively. Besides, much attention is paid to the ATM service categories available to the TCP/IP traffic (4(. There are many different networking scenarios, as well as experimental notifications (3]-[5( of the assumption that the global network should be based on interconnection of the ATM and the Internet. We shall point out, Fig. 2.6.13, a possible architecture (3( based on the satellite networks connected to fixed ATM network. The satellite system used may be geostationary (GEO) or probably medium/low Earth orbits (MEO/LEO) controlled from the network control station. The network control station is responsible for routing and call management (usually one per satellite). Its interconnection to other parts of terrestrial network is obtained through the signalling system No7, the SS7. Ignoring the main architectural/technical problems from now on, we shall concentrate on the possible types of traffic.

In the environment described, traffic is bursty and its modelling is possible only in some constrained conditions, or for some specific applications. The main network characteristic is that almost every parameter varies (e.g. the number of users, network topology, rates, the required bandwidth). The basic assumption of the previous telephone network, the Poisson one, in data networks failed to be acceptable. On the contrary, in order to track and control traffic parameters, new complex routines have to be established. These need enormous computation power, high computing speed and real time control. 
2.6.5.1
ATM traffic characteristics
The traffic measurement in the presence of data gave surprising results. Burst of packets and high variations in their rates have been observed (6(. The traffic behaviour was unknown until that moment. The authors gave an 'intuitive interpretation' that 'traffic spikes (causing actual losses) ride on longer-term ripples, that in turn ride on still longer term swells'. That was a very descriptive explanation of fractal-like traffic.

Mathematics contributed to the success of teletraffic theory in voice networks. Researchers hoped that it could do the same with the data traffic. However, the relevant mathematics for old telephony was of limited variability in time (the traffic processes are independent or temporal correlations decay exponentially fast) and in space (due to independence between the users, the traffic related quantities decay exponentially fast). There are many inferences of spatial variability in the data traffic causing the heavy tail distribution with infinite variance. Besides, high temporal variability in traffic patterns points out the long-range dependency in data. It was shown (10( that SS7 traffic exhibits the long-range dependent property, while holding times should be modelled by heavy tail distribution (which is in disagreement with the exponential decaying in the Poisson model). Further, there exists a very important problem of the network-wide traffic synchronization as a consequence of the periodicity in the machine generated IP traffic (i.e. in the routing messages) (11(. We can conclude that data traffic statistical descriptors lead to the fractal modelling of the teletraffic.

It was noticed that traffic bursts occur on many different time scales. Garrett was the first one who noticed that the ATM traffic of VBR type is generically fractal. He digitised and compressed the Star Wars movie (11(. The traces taken from the motion JPEG (Joint Photographic Expert Group) version of that movie is shown to be fractal (11]. Further research [17( approved that traces described have multifractal property, too. All these facts are in a sharp contrast with common traffic models used in engineering theory and practice.

Figure 2.6.13
Global ATM network, according to (3]-[4(
2.6.5.2
Neural Network Control at the ATM Node

Achieving high utilization, while maintaining the QoS, is the objective of an efficient ATM traffic management strategy. Designing such a strategy using programming techniques is a difficult task. In such large and complex telecommunication networks, the traffic changes in an unpredictable fashion having short-term and long-term variations, and the number of nodes and links are so large that the traditional network control may not be effective due to the high degree of complexity. 

The neural network (NN) based traffic characterization and prediction is an inherent property of NNs. Thus, NNs used in admission control perform the classification of acceptable and unacceptable traffic types and NNs used in congestion control need first to predict the rate of arrival so that they suggest optimum control actions. For these purposes the feed-forward NNs with backpropagation learning algorithm are commonly used.

Admission control implies that each new call makes a request for a connection. The request includes the QoS required by the call. If the QoS can be obtained without altering those of the existing calls, then the new one is admitted, otherwise is rejected. Thus an estimate of the QoS is required based on monitoring traffic patterns and buffer status (i.e., number of cells waiting in the buffers for service). The latter parameter is important in determining the cell loss ratio (CLR), cell delay and the delay variations. Training a NN to learn a QoS parameter such as the CLR is a difficult task, because this parameter depends on the traffic generation rate, even if the number of connections is kept constant [21]. Hence, the NN should be trained to learn the average of those values. However, due to the exponential wide range of the CLR (from 10E0 to 10E-12), it is difficult to derive their average value accurately. In [22], a method called relative target was proposed to solve this problem. 

In some cases, it is desirable to have on-line or real-time training capabilities in the NN. In [22] the virtual output method is proposed to estimate very small CLP from virtual cell loss data. By using that method an accurate estimation of the cell loss rate (CLR) was obtained for a real buffer size of 100 cells and a different number of connections ranging from 20 to 40 voice sources.

Another approach, using adaptive self-organizing neural network [18]-[20], was successfully applied to control input buffers in ATM multiple-input-single-output node, Figure 2.6.14.  The method takes into account the buffer status, xi, i=1,2,…,n, as well as the changes of the input signal (i.e., the burstiness), avoiding thus the buffer overflow. The network flexibility and adaptability is improved by applying the 'winner-take-most' algorithm. The winning input is connected to the output in an asynchronous manner through a controlled switch.


Figure 2.6.14
Neural network ATM scheduler [19]

Network performance parameters such as delay, loss, and jitter are observed while carrying various combinations of calls and their relationship is learned by a NN. The NN approach estimates the traffic’s entire congestive behaviour from its impact on the output queue via measurements of quantities such as mean cell delay, cell loss, and jitter.

Traffic policing mechanism, based on the NNs, is proven to be more effective than algorithmic ones due to the non-linear and time-varying nature of the traffic. The policing algorithm should be capable of the following: 1) detecting any non-regular traffic situation, 2) selecting the range of checked parameters (i.e., the algorithm could determine whether the user's behaviour is within an acceptable region), and 3) rapid reaction time to any violations in the traffic parameters. 

All the examples described above indicate that neural networks can be applied in solving specific problems or as a part of the overall traffic control. All of them need the understanding of the traffic behaviour and they take into account specific features of the underlying network structure. 
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2.7
INTERWORKING BETWEEN NETWORKS

This section defines principles and detailed arrangements for the interworking of different networks in order to provide a data transmission service. This section also specifies, in a general network context, the necessary interaction between elements of user interfaces, inter-exchange signalling systems and other network functions for the support of data transmission services, telematic services and the OSI connection-mode network service where appropriate. In addition, it defines the principle for realization of international user facilities and network utilities for data transmission services.

2.7.1
General

The rapid evolution of data transmission services has resulted in a large number of international standards in this field. The increasing complexity of the totality of these standards creates a need to rationalize common aspects in order to achieve a coherent relationship between these standards.

Data transmission services and user facilities may be provided by different types of public networks such as, PSDNs and Integrated Services Digital Networks (ISDN) (see also Recommendations I.500 and I.510). As a result, there may be a demand to interconnect these networks in order for a DTE on one network to communicate in a uniform way with a DTE on the same network, or with a DTE on another network of the same type, or with a DTE on a network of another type.

The inter-network signalling between the various types of networks can be of the type defined by Recommendations such as, X.70, X.71, X.75, or of the common channel signalling type such as, Recommendation X.61. In particular, at an inter-network signalling interface, network utilities may be exchanged between the networks involved. These network utilities may be handled by different types of network.

In addition, the reference model as a part of the scope of Recommendation X.200 (Reference Model of Open Systems Interconnection for ITU-T applications) is to enable different users to communicate with each other by encouraging the implementation of compatible communication features. The use of this reference model is expected to be encouraged in future user terminal designs

As defined by this reference model, one of the major functions of the network layer is to establish a network-connection between network-service users (within end systems). This may involve the concatenation of dissimilar networks. Therefore, the arrangements and procedures for inter-network signalling between PDNs and other public networks should provide the user with the capability to operate data transmission services, telematic services and the OSI connection-mode network service over the connections derived over either one network, or over concatenated networks. NOTE – This does not imply that any individual public network is required to implement all the mechanisms related to the OSI connection-mode network service.

Figure 2.7.1 gives a summary of the relevant interworking Recommendations, which are grouped under three main categories:

a)
general aspects of interworking;

b)
description of each interworking case;

c)
description of inter-network signalling interfaces.

2.7.2
Principles for interworking involving transmission capabilities only

The different categories of interworking may involve different levels of functions:

a)
in some cases only the functions related to the transparent transfer of information between two DTEs through the network(s) (transmission capability) apply;

b)
also, in other cases, additional functions built upon those related to the transparent transfer of information (communication capability) are also included.

2.7.2.1
Composition and decomposition of sub-networks

Consideration of the different conditions for interworking involving only transmission capabilities requires the development of appropriate concepts for the different types of networks which may be involved. In particular, the concept of sub-network and of different types of sub-networks is intended to assist in developing an appropriate framework for studying the interworking between networks.

2.7.2.2
Principles for interworking between subnetworks

Interworking between subnetworks should be based on considerations on the functionality of the subnetworks concerned. In such interworking, it is not necessary to consider any individual intermediate system involved in a given network connection. Each network should be considered globally, in association with any appropriate interworking functions whenever it is necessary. For the purpose of interworking between two networks, the pieces of network equipment will be represented as interconnected subnetworks.

2.7.3
Categories of interworking

This subsection describes the categories of interworking that involve functions related to the transmission capability only. Two different categories of interworking between two networks are considered:

a)
interworking by call control mapping;

b)
interworking by port access.

2.7.3.1 
Interworking by call control mapping

Possible examples of this type of interworking include interworking between CSPDNs using X.71, interworking between PSPDN and ISDN using X.75 and interworking between CSPDN and PSPDN in the case where the call control information of the CSPDN is mapped into the call control information of the PSPDN.

2.7.3.2 
Interworking by port access

Possible examples of this type of interworking include interworking between PSTN and PSPDN where first a connection (switched or hot-line) through the PSTN is established to a port of the PSPDN, after which procedures are operated over this connection for establishment of a connection through the PSPDN.

2.7.4
Relationships with respect to management

Management information for the control of user calls, internal network management, or inter-network exchange of such information may be provided by the same and/or separate entities exchanging a user requested call control and user‑to‑user information. The network can be decomposed into two or more logical entities:

a)

entities exchanging user-to-user information and, in some cases, user call 
control information; and/or

b)

separate entities providing exchange of management information.

Example: PSTN with Signalling System No. 7. 

The Signalling System No. 7 uses layered protocols to exchange call control and management information outside the user information flow. Detailed arrangements for exchange of management information are the subject of separate Recommendations (e.g. Recommendation X.370 and Q.700-Series Recommendations).
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2.7.5
Example of Inter-working Cases

2.7.5.1
ISDN – ISDN Inter-working

The inter-working between networks requires the physical and logical linking of networks in order to enable end to end communication. The figure 2.7.2 illustrates the respective linking of two ISDN networks of different operators commonly referred to as interconnection.
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Figure 2.7.2 
Physical and logical linking of ISDN networks

Besides the actual linking of the networks, ISDN switching network interconnection requires exchanges with specific inter-working functions. Network operators implement these functions at selected exchange sites, commonly referred to as gateway exchanges. These are referred to as international gateways when implementing the traditional interconnection between operators in different countries. In liberalized telecommunication markets gateway exchanges also exist within the national networks for interconnection of the networks of competing operators.

The gateway exchanges of different networks are interconnected by inter-office trunk groups, consisting of n times 2 Mbit/s PCM trunks.

The specific inter-working functions comprise the:


-
screening of inbound and outbound traffic


(e.g. to reject unauthorized use of services and features),

-
signalling inter-working between external and internal protocols and

-
call data recording for inter-operator accounting.

Since two networks of the same type inter-work, the inter-working functions are restricted to the control plane. No inter-working function is included into the user communication (different to the 2nd inter-working case below).

The signalling capabilities determine the set of services that is available across the networks. While the network-internal signalling is a matter of the network operator, there is a need to agree on a signalling type and a capability set for inter-working. In the ISDN – ISDN case Signalling System SS7 is applied based on the international standards. Because of the recent liberalization of many telecommunication markets the set of services supported has also become a regulatory issue. The minimum set of services according to the universal service obligations in the respective market has to be supported. Of course, this is granted by the standard SS7 ISDN User Part (ISUP). Furthermore, the ISUP supports more services and features which may be additionally agreed between ISDN network operators.

SS7 transport level inter-working by means of a separate SS7 sub network ensures the interoperability of the networks, while preserving the autonomy and integrity of each of the operator networks.

New requirements for inter-working functions between ISDN networks resulting from the liberalization of the telecommunication markets are further the support of

· carrier selection and

· number portability.

Carrier selection divides the telecommunication market into a local and a long distance segment. Virtually the networks are decomposed into local networks and transit networks. Within the local call areas defined by numbering, local networks of different operators compete with each other. The local networks in different local call areas are interconnected by transit networks.
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Figure 2.7.3
Network inter-working with carrier selection and number portability

As indicated in the Figure 2.7.3, in case of a long distance call, carrier selection determines the call routing towards and inter-working at the point of interconnection in the originating local area. In the terminating local call area, number portability requires new routing methods to select the point of interconnection to and appropriately inter-work with destination local networks.

2.7.5.2

ISDN – Packet Network Inter-working

Inter-working between ISDN and Packet Switched Public Data Networks, PSPDN, is a means for “Support of Packet Mode Terminal Equipment by an ISDN”.

This ISDN-PSPDN inter working scenario is specified by ITU in Rec. X.31, and offers access to Packet Mode Bearer Services for terminals, which are connected to an ISDN.

X.31 distinguishes between two inter-working scenarios:

-
Minimum Integration Scenario

· Maximum Integration Scenario

2.7.5.2.1
X.31 Minimum Integration Scenario (X.31 CASE A)

The reference model of this scenario is shown in Figure 2.7.4.
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Figure 2.7.4
X.31 case A

An ISDN terminal, TE, capable of X.25 Protocol or an X.25 DTE adapted to ISDN So-interface, is accessing the PSPDN via B-channel(s) terminating in an ISDN inter-working Port unit, IP.

In this scenario the ISDN is just providing transparent access to an appropriate port of the X.25 packet network. The access can be non-switched or established on-demand switched via 64kbit/sec circuits through the ISDN.

The D-channel may in this scenario only be used for signalling (to establish a dialled connection to the IP), not for any X.25 packet transfer.

2.7.5.2.2
X.31 Maximum Integration Scenario (X.31 CASE B)

The reference model of this scenario is shown in Figure 2.7.5.
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Figure 2.7.5
X.31 case B

An ISDN terminal, TE, capable of X.25 Protocol or an X.25 DTE adapted to ISDN So-interface, is accessing an X.25 Packet Handling Function, PH, belonging to the ISDN, via B-channel(s) and/or via D-channel. This scenario implies, that the ISDN-switch provides some additional Frame Handling function, FH,(at the Exchange Termination, ET) which terminates the D-channels also for X.25-packet traffic, and passes this traffic on, via the Digital Switching Network, DSN, to the PH.

The ISDN-PH takes the role of an inter-working unit towards the PSPDN, using in the general case X.75 interface and protocol for access to the next PSPDN switch node.

2.7.5.3
European Maximum Integration Scenario

ETSI, in ETS 300 099, has gone one step further in regulation of PSPDN access and has standardized the following ISDN-PSPDN inter-working scenario, shown in Figure 2.7.6:
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Figure 2.7.6
Maximum integration scenario according to ETSI

In the ETSI scenario the PH-function is located outside the ISDN, often close to the PSPDN, but still logically belonging to the ISDN. The PH is accessed via a standard Packet Handler Interface, PHI, which is physically an ISDN Primary Rate Interface.

Two types of 64kbit/sec packet traffic channels are defined at the PHI:

· Bb-channels as a transparent prolongation of the user side B-channels,

· Bd-channels, concentrating (by Layer2 LAPD multiplexing) D-channel packet traffic of many users into a 64kbit/sec channel. 

Both types of channel can be established either on-demand by signalling, or semi-permanently. 

Also in this scenario the ISDN-PH takes on the role of an inter-working unit using X.75 as a neutral interface towards one or several PSPDN(s). The PH-function may be provided at a few locations only per network, in this case accessed remotely (via ISDN transit exchanges) from many ISDN local exchanges with through connected Bb and Bd-channels. 

A Frame Handling function is required per ISDN exchange for support of the D-channel packet traffic.

For switched connections this scenario covers both X.31 scenarios, Case A and Case B :

For Case A access only circuit mode (bearer capability) connections from the users Terminal via B-channel(s) can be established, 

For Case B access, packet mode (bearer capability) connections can be established optionally via the B-channel or the D-channel.

The ETSI-scenario is introduced in many European telecommunication networks.

Generally, in scenarios including a PH function, part of this function is also number translation between the E.164 subscriber numbers in ISDN, and the X.121 numbering system in PSPDN.

2.7.6

Interworking related Recommendations

For further information, ITU-T Recommendations that are related interworking issues are described in 2.10.

2.8
TYPES OF NEW SERVICES
This section is focused mainly on network related telecommunication services and service classifications as already elaborated or currently under work within ITU-T. In addition, at the end of the section, it provides a short outlook on future trends in the area of telecommunication services.    

2.8.1
N-ISDN services

Services are generally defined by the communication capabilities that are made available to customers and telecommunication service providers based on a set of network capabilities that are defined by standardized protocols and functions.

A more precise classification of telecommunication services was required as work on ISDN specifications progressed. ITU-T Recommendation I.210 classifies telecommunication services in detail.

A telecommunication service is, from the static point of view, composed of

· technical attributes as seen by the customer; and

· other attributes associated with the service provision, e.g. operational and commercial attributes.

Realization of the technical attributes of a telecommunication service requires a combination of network and terminal capabilities and other service providing systems.

The capabilities required to fully support a telecommunication service include:

· network capabilities;

· terminal capabilities, when required;

· other services providing capabilities, when required;

· operational and commercial features associated with the service provision (i.e. sales or marketing aspects).

Telecommunication services are divided into two broad families, i.e. bearer services and teleservices, Table 2.8.1.

· Bearer services

Bearer services provide capabilities merely for the transmission of signals between user-network interfaces. Examples include circuit mode bearer services, packet mode bearer services and frame mode bearer services.

· Teleservices

Teleservices provide complete capabilities, including terminal equipment functions, for communication between users. Examples include telephony, telephony 7 kHz and telefax Group 4.

· Supplementary Services

Supplementary services modify or supplement a basic telecommunication service, i.e. a bearer service or teleservice. Examples include number identification, forwarding, conference calling and advice of charge.

	Telecommunication service

	Bearer service
	Teleservice

	Basic bearer service
	Basic bearer service + supplementary services
	Basic teleservice
	Basic teleservice + supplementary services


Table 2.8.1
Classification of telecommunication services
Meanwhile a large number of individual ISDN services have been described in detail by ITU-T (about 60) following a three stage modelling method. The method represents a top down approach covering service descriptions, information flows and protocol definitions. These services are sometimes also called fully standardized ISDN services. The individual service descriptions can be found in the ITU-T I.230-, I.240-, and I.250 series.

2.8.2
Broadband Services

As work on ATM progressed ITU-T provided a classification of Broadband Services 
(Rec.I.211). ATM based broadband networks, in principle, offer much more flexibility for the support of telecommunication services than the standard ISDN. 




According to the point of view of the network and not from the user point of view, the service is classified with two main service categories: interactive services and distribution services.  

· Interactive services

Conversational services in general provide the means for bidirectional communication with real-time (no store-and-forward) end-to-end information transfer from user to user or between user and host (e.g. for data processing). The flow of the user information may be bidirectional symmetric, bidirectional asymmetric and in some specific cases (e.g. such as video surveillance), the flow of information may be unidirectional. The information is generated by the sending user or users, and is dedicated to one or more of the communication partners at the receiving site.

Messaging services: Messaging services offer user-to-user communication between individual users via storage units with store-and-forward, mailbox and/or message handling (e.g. information editing, processing and conversion) functions.

Retrieval services: The user of retrieval services can retrieve information stored in information centres provided for public use. This information will be sent to the user on his demand only. The information can be retrieved on an individual basis. Moreover, the time at which an information sequence is to start is under the control of the user.

· Distribution services

Distribution services without user individual presentation control: These services include broadcast services. They provide a continuous flow of information which is distributed from a central source to an unlimited number of authorized receivers connected to the network. The user can access this flow of information without the ability to determine at which instant the distribution of a string of information will be started. The user cannot control the start and order of the presentation of the broadcasted information. Depending on the point of time of the user’s access, the information will not be presented from the beginning.

Distribution services with user individual presentation control: Services of this class also distribute information from a central source to a large number of users. However, the information is provided as a sequence of information entities (e.g. frames) with cyclical repetition. So, the user has the ability of individual access to the cyclical distributed information and can control start and order of presentation. Due to the cyclical repetition, the information entities selected by the user will always be presented from the beginning.

Meanwhile ITU-T has published three service descriptions for broadband data communication considering the more flexible ATM capabilities (ITU-T F.811 to F.813). These services cover wide area data transport of the booming data traffic produced in Local Area Networks – which is predominant connectionless.

2.8.3
Examples of new broadband services

Table 2.8.2 contains examples of possible services, their applications and some possible attribute values describing the main characteristics of the services.

The identification and full specification of specific services for standardization can only be completed after a through examination of the needs of users by e.g. market research. The full specification of such services should be based on the application of appropriate description methodology.


	Service
classes
	Type of
information
	Examples of broadband services
	Applications
	Some possible attribute
values 

	Conversation-al services
	Moving pictures (video) and sound
	Broadband ,  video-telephony
	Communication for the transfer of voice (sound), moving pictures, and video scanned still images and documents between two locations (person-to-person) 
–
Tele-education
–
tele-shopping
–
tele-advertising
	-
Demand /reserved 
/permanent

-
Point-to-point/multipoint

-
Bidirectional symmetric/ bidirectional asymmetric

-
Value for information transfer rate is under study)

	
	
	Broadband , video-conference
	Multipoint communication for the transfer of voice (sound), moving pictures, and video scanned still images and documents between two or more locations (person-to-group, group-to-group) 
–
Tele-education
–
Tele-shopping
–
Tele-advertising
	-
Demand/ reserved/ permanent

-
Point-to-point/multipoint

-
Bidirectional symmetric/bidirectional asymmetric


	Service
classes
	Type of
information
	Examples of broadband services
	Applications
	Some possible attribute
values 

	
	
	Video-surveillance
	–
Building security
–
Traffic monitoring
	-
Demand/ reserved/ permanent

-
Point-to-point/multipoint

-
Bidirectional symmetric/ unidirectional

	
	
	Video/audio information transmission service
	–
TV signal transfer
–
Video/audio dialogue
–
Contribution of

information
	-
Demand/ reserved/ permanent

-
Point-to-point/multipoint

-
Bidirectional symmetric/ bidirectional asymmetric

	
	Sound
	Multiple sound-programme signals
	–
Multilingual commentary
channels
–
Multiple programme transfers
	-
Demand/reserved/
permanent

-
Point-to-point/multipoint

-
Bidirectional symmetric/ bidirectional asymmetric

	
	Data
	High speed unrestricted digital information transmission service
	–
High speed data transfer
–
LAN (local area network)
interconnection
–
MAN (metropolitan area
network) interconnection
–
Computer-computer interconnection
–
Transfer of video and other information types
–
Still image transfer
–
Multi-site interactive CAD/CAM
	-
Demand/ reserved/ permanent

-
Point-to-point/multipoint

-
Bidirectional symmetric/ bidirectional asymmetric

-
Connection oriented connectionless


	Service
classes
	Type of
information
	Examples of broadband services
	Applications
	Some possible attribute
values 

	
	
	High volume file transfer service
	–
Data file transfer
	–
Demand
–
Point-to-point/multipoint
–
Bidirectional symmetric/

bidirectional asymmetric

	
	
	High speed teleaction
	–
Realtime control
–
Telemetry
–
Alarms
	

	
	Document
	High speed Telefax
	User-to-user transfer of text, images, drawings, etc.
	–
Demand
–
Point-to-point/multipoint
–
Bidirectional symmetric/

bidirectional asymmetric

	
	
	High resolution image communication service
	–
Professional images
–
Medical images
–
Remote games and game networks
	

	
	
	Document communication service
	User-to-user transfer of mixed documents 
	–
Demand
–
Point-to-point/multipoint
–
Bidirectional symmetric/

bidirectional asymmetric

	Messaging services
	Moving pictures (video) and sound
	Video  mail service
	Electronic mailbox service for the transfer of moving pictures and accompanying sound
	–
Demand
–
Point-to-point/multipoint
–
Bidirectional symmetric/ 
unidirectional (for further

study)

	
	Document
	Document mail service
	Electronic mailbox service for mixed documents 
	–
Demand
–
Point-to-point/multipoint
–
Bidirectional symmetric/

unidirectional (for further

study)

	Retrieval services
	Text, data, graphics, sound, still images, moving pictures
	Broadband videotex
	–
Videotex including moving

pictures
–
Remote education and training
–
Telesoftware
–
Tele-shopping
–
Tele-advertising
–
News retrieval
	–
Demand
–
Point-to-point
–
Bidirectional asymmetric


	Service
classes
	Type of
information
	Examples of broadband services
	Applications
	Some possible attribute
values 

	
	
	Video retrieval service
	–
Entertainment purposes
–
Remote education and training
	–
Demand/reserved

–
Point-to-point/ 
multipoint f)

–
Bidirectional asymmetric

	
	
	High resolution image retrieval service
	–
Entertainment purposes
–
Remote education and training
–
Professional image 
communications
–
Medical image

communications
	–
Demand/reserved

–
Point-to-point/ 
multipoint 
–
Bidirectional asymmetric

	
	
	Document retrieval service
	“Mixed documents” retrieval from information centres, archives, etc. 
	–
Demand/reserved

–
Point-to-point/ 
multipoint 
–
Bidirectional asymmetric

	
	
	Data retrieval service
	Telesoftware
	

	Distribution services without user individual presentation control
	Video
	Existing
quality TV distribution service (PAL, SECAM, NTSC)
	TV programme distribution
	-
Demand (selection)/ 
permanent

-
Broadcast


Bidirectional 


asymmetric/unidirectional

	
	
	Extended quality TV distribution service
–
Enhanced

definition TV

distribution 
service
–
High quality TV
	TV programme distribution
	-
Demand (selection)/ 
permanent

-
Broadcast

-
Bidirectional asymmetric/

unidirectional


	Service
classes
	Type of
information
	Examples of broadband services
	Applications
	Some possible attribute
values 

	
	
	High definition TV distribution service
	TV programme distribution
	-
Demand (selection)/ 
permanent


Broadcast


Bidirectional asymmetric/

unidirectional

	
	
	Pay-TV
(pay-per-view, pay‑per-channel)
	TV programme distribution
	–
Demand (selection)/

permanent
–
Broadcast/multipoint
–
Bidirectional asymmetric/

unidirectional

	
	Text, graphics, still images
	Document distribution service
	–
Electronic newspaper
–
Electronic publishing
	–
Demand (selection)/

permanent
–
Broadcast/multipoint 
–
Bidirectional asymmetric/

unidirectional

	Distribution services without user individual presentation control
	Data
	High speed unrestricted digital information distribution service
	–
Distribution of unrestricted data
	–
Permanent
–
Broadcast
–
Unidirectional

	(continued)
	Moving pictures and sound
	Video information distribution service
	–
Distribution of video/audio signals
	–
Permanent
–
Broadcast
–
Unidirectional

	Distribution services with user individual presentation control
	Text, graphics, sound, still images
	Full channel broadcast videography
	–
Remote education and training

–
Tele-advertising

–
News retrieval

–
Telesoftware
	–
Permanent
–
Broadcast
–
Unidirectional


Table 2.8.2     Service classes and their possible applications
2.8.4
Multimedia Services

In the early days multimedia communication was regarded as the ‘killer’ application for ATM based broadband networks. Meanwhile, multimedia communication with rather different service quality is intended to cover all communication networks. ATM based broadband networks are capable of offering very high service quality.

The videotelephony teleservice for ISDN was the first service defined by ITU-T (F.721) carrying multimedia information, namely voice, video and data. The respective terminal recommendation (H.320) in conjunction with a set of protocol definitions ensures compatibility for the basic end-to-end communication. However, considerable freedom was left to exploit the advantages of voice/video compression algorithms and information technology. In particular the terminal recommendation supports various coder algorithms and various information transfer rates. Thereby it offers flexibility to adapt service quality and expenses for terminal equipment and communication to the required application. 

With the rapid advance of voice/video compression and information technology it became evident that multimedia communication could be supported advantageously across different networks including TCP/IP and mobile networks. Considering the different network capabilities can mean, as a consequence, different service qualities, e.g. reduced picture resolution. ITU-T framework recommendation on audiovisual/multimedia services (F.700) covers among other things this significant point.  

Based on the Recommendation for narrowband visual telephone systems (H.320) a set of further multimedia terminal recommendations and interworking components for further network environments are under study within ITU-T. Examples include B-ISDN (H.321), LAN (H.322), packet mode (H.323), low bit rate multimedia communication (H.324). The intention is to take into account the state of the art compression technique and to ensure compatible end-to-end communication. Basically, it works similarly to the best available bit rate negotiation of modem communication in analogue networks. 
2.9
FUTURE TRENDS 
As a result of deregulation in many countries, future service offerings will have to face stronger competition. New players like new operators, service providers, content providers and regulation authorities significantly influence the telecommunication market. This and the growing influence of the state of the art Information Technology (IT) is expected to require more flexibility from future telecommunication service offerings. The flexibility concerns  for example information transfer rates, information transfer modes, appropriate service quality and the capability to tailor higher layer communication functions easily to specific communication needs. 

Services offered in addition to basic service types are called Value Added Services. Value Added Services can be offered to a user by a respective server. For the access to Value Added Services the user can make use of bearer services and teleservices. Examples include innumerable IN services, E-mail, electronic banking and tele-shopping. The ITU-T has produced several Recommendations on platforms for Value Added Services, e.g. for Message Handling Systems (F.400/X.400 series), Directory Systems (F.500 series), Intelligent Network (Q.1200 series). The recommendations take into account that the use of information technology offers considerable flexibility.

Specifications for the booming mobile telecommunication infrastructure have been elaborated, up to now, mainly outside ITU-T. The third generation mobile networks require new service concepts like multimedia service capabilities, mobile Internet access capabilities and offering the same service look and feel when roaming. This needs considerations within ITU-T for the development of IMT 2000 recommendations. Keywords of this service area include Customized Application for Mobile Enhanced new Logic (CAMEL), Virtual Home Environment (VHE) and Fixed Mobile Convergence (FMC).

Specifications for the booming Internet have been elaborated again outside ITU-T in the Internet Engineering Task Force.  Internet Specifications, called Request for Comments (RFCs) seem to follow more a bottom up approach. An Internet like service is made up of respective transport/application protocols and server/client functions.  A set of future telecommunication services may follow this server/client approach.

Security services like authentication, encryption, electronic signature are prerequisites for a set of significant applications like mobile service access and electronic commerce. These services are expected to increase the use of smart cards in telecommunications.

Typical new IT services are more likely to be created outside standardization bodies. This trend is expected to have an influence on the generation of new telecommunications services as convergence between telecommunication and information technology progresses. However, there is also a tendency to achieve compatible end-to-end communication based on mutually agreed standards. Nearly any telecommunication area with the promise of new revenue making services today creates quickly it’s own user forum.

2.9.1
Intelligent Network Services

As most switches and networks were being digitalized in the 1980s they looked more like computers. Initially services were programmed in CHILL-like languages and had to be installed manually in any switch. It was soon recognized that it would be better to deploy and manage a new type of services, called Intelligent Network (IN) services, from one location making use of a higher level language. This prompted ITU-T to standardize the Intelligent Network Concept (Q.1200 series).

The first set of ITU-T IN recommendations, known as Capability Set 1, allows only services with limited control over the switching infrastructure. Capability Set 2, now under development, will provide greater control, thereby allowing more sophisticated services to be offered to the user. With the rapid advance of Information Technology the potential of INs is just beginning to unfold. In future, INs will play a key role in providing telecommunication services across different networks and information transfer modes such telephone networks, mobile networks and internet.

A broad range of Value Added Services can be provided using INs; these services can be grouped into a number of families, e.g.

· Number translation and routing services

These services translate the dialled number into a destination number based on various criteria such as day of week, call origin or routing to a company location closest to the caller.

· Special charging services

These services allow a charging split based on various criteria. Examples include Freephone and Premium Rate.

· Calling Card services

These services enable calls from any terminal to an account of the Calling Card service subscriber.

· Lifestyle services

These services allow calls to be handled in a way specified by the user, e.g. filtering to various conditions.

· Enterprise network services

These services offer corporate network services like Virtual Private Networks or Wide Area Centrex.

· Operator oriented services

These services allow for example various screening options or keeping the number in case of a location or service provider change.

Exploiting the capabilities of the information technology, Ins include a Service Creation Environment. Service Creation Environment uses a graphical design methodology to create new services. A new service is created by using programmable Service Independent Building Blocks (SIBs) from an extensive library. The service is then personalized in accordance with the service provider’s needs by entering on-line all the data required by the SIBs.   

2.9.2 
Examples of new IN Services

With the introduction of the Intelligent Network (IN) the traditional telephony services has been enriched a lot, mostly to match the evolution of a market that changes continuously. Today, widely spread IN services include Calling Card services, Number Translation and Routing services (such as Freephone, Premium Rate and Universal Access Number), and Enterprise Network services (such as Virtual Private Networks and Wide Area Centrex).

One of the most recent revolutions in telecommunications is without any doubt the explosive growth of the Internet and other IP based data networks
 and services. Voice-over-IP (VoIP) has been growing up into a mature technology, and IP telephony has become a serious business. 

To maximize the potential of future multi-service networks, services will have to take into account the different philosophies of network “intelligence” applied in the switched circuit (voice) and data (IP) worlds.

· Voice switching paradigm: A lot of intelligence resides in the network since the end-user equipment, i.e. the telephone, is a fairly simple device. The network must also guarantee time critical throughput upon successful call establishment. Services have gradually migrated from the switching equipment into the Intelligent Network (IN). This has allowed enhanced call control, greater network, service and user profile manageability, and has satisfied one of the most important drivers of today’s service oriented networks – faster product time to market.

· Data networking paradigm: The network primarily provides transport of data. Most intelligence required to utilize the transported data resides in applications running on hosts connected to the data network. These hosts may intrinsically be a part of the carrier’s network, or reside on service provider or end user platforms. The evolution here is mainly to provide better and guaranteed Quality of Service (QoS) in terms of network and bandwidth availability, delay, reliability, efficiency, etc. 

Some developments are forcing the convergence of both networking paradigms. One of them is the increased use of the switched telephony network for remote Internet access (dial-up to an Internet Service Provider). Another one is the growing application of packetized voice (VoIP) technology for providing telephone calls originating from and terminating to either the voice or the data network.

Although there is a tendency to consider the ‘traditional’ (fixed or mobile) Switched Circuit Network (SCN) and the ‘emerging’ IP Network (IPN) as two separate worlds —that are at the same time complementary (SCN for the access, Internet for the services) and competitive (VoIP). The Intelligent Network may play an important role in pasting them together, bringing enhancements for both network types. 

As such, from the IN point of view, the convergence of voice and data networks will be more an evolution than a revolution.

2.9.2.1
A new role for ‘classical’ IN services (“reuse” step)

The majority of today’s Internet subscribers are using the (analogue or digital) Switched Telephony Network to access their Internet (Telephony) Service Provider through dial-up to the ISP’s Remote Access Node (RAN) or the ITSP’s Voice-over-IP Gateway (VoIP GW). As the Intelligent Network is already in place in this environment, it may be used for to provide a number of services to the Internet users and service providers. 
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Figure 2.9.2
Network architecture for a ‘reuse’ scenario

Although the network architecture to implement this scenario (figure 2.9.2) may sound “non inventive” from an IP-centric viewpoint, the solution is easy-to-implement for established operators and a will quickly generate additional revenue and value for (switched) network operators, I(T)SPs and end-users.

2.9.2.2
Service example: a simple “Pay-per-Surf” service

In today’s Internet access scenario, the role of the Network Operator is limited to the offering of a (local) connection from the end-user to the ISP. In general, an Internet user has a subscription agreement with an ISP, that allows him to access the Internet for a maximum amount of time, at a flat rate

The Pay per Surf service enables flexible routing and charging of Internet dial-up calls. Any service user can (anonymously) dial in (through an IN number) to the ISP’s Internet access equipment (RAN), without need for a subscription agreement with the latter (Figure 2.9.3). The Network Operator or IN Service Provider charges the user, on a time basis, for the cost of a telephone call, increased with a premium for Internet access which is refunded to the ISP.

[image: image37.wmf]SCP

SSP

RAN

Internet

User dials IN number

User gets PPP connection to Internet

User gets TCP/IP address

Dial-in to RAN

Triggering of IN service

Authentication & accounting

No authentication by the ISP

Number of RAN


Figure 2.9.3
‘Pay per Surf’ service flow
2.9.2.3
Service example: “Browse & Talk” Internet Call Waiting 

Telephone users with only one analogue line that are frequently connected to the Internet (>1 hour/day) are blocking their line for incoming and outgoing calls. Investment in a second line, ISDN or xDSL (where available) may be too expensive for them. IN is offering them a variety of alternative mechanisms for call set-up, call delivery, call notification and call completion (Figure 2.9.4).

As such, while a user is surfing, incoming calls may be delivered to his telephone set (with automatic disconnection from/reconnection to the ISP), a second line (fixed or mobile), his voice mailbox, etc.  As Voice-over-IP is becoming a mature technology, it may be used as an alternative communication channel. As such, incoming calls may be re-routed to a VoIP Gateway, and delivered to the surfer’s PC (equipped with a VoIP client, such as MS Netscape) over the Internet (Figure 2.9.4).
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Figure 2.9.4
 ‘Browse & Talk’ client interface
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Figure 2.9.5
‘Browse & Talk’ service flow 
(with call delivery through VoIP)

2.9.2.4
Service example: Web based IN service management

With the pervasive availability of IN services for professional and residential subscribers, the management of these services (i.e. changing the profiles) might rapidly become an important  cost factor and a bottle neck for the operator.  In fact the subscriber is probably best placed and capable to manage his own service.

Already for professional services (e.g. advanced freephone service) the management, within the limitations set by the provider, can be done with minimum operator intervention. Service logic changes or service supervisions such as statistics demands, are all performed in a secured way (using state of the art cryptographic techniques) over the Internet without any software installation at the subscriber’s premises.
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Figure 2.9.6 
Web based service management

In Figure 2.9.6 the Web interface guides, in a user-friendly manner, the subscriber via hyperlinks and Java applets through the Service logic and data management and Service   supervision management.

This service can easily be extended to “life style” services for the residential subscribers in future. Moreover, and combined with e-commerce techniques, this Web based management service can be extended to a full Web based self subscription service where a residential subscriber would be capable of choosing from a menu of e.g. life style services. He would select the services he is interested in, configuring them and paying for them in one user-friendly surfing session.

2.9.2.5

Expanding into the IP network (“interwork” step)

In the I(T)SP network, the intelligence is distributed over different components (most of them implemented at the edge of the IP network or even in the user’s terminal), such as AAA servers, Dial-up and VoIP Gateways, VoIP Gatekeepers, Directory and Domain Name Servers, content servers, Java applets and Windows applications, etc.
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Figure 2.9.7
IN-SMC ‘interwork’ scenario

Figure 2.9.7 shows how an interface between the SCP (operated by the voice network operator) and the SMC (operated by the data network operator) equipment is implemented. This allows the respective network elements to interwork in two directions:

· Where the SCP is initiating the connection with the SMC’s AAA server to the latter offering an Service Data Function (SDF) to the IN;

· When the ISP server acts as client to the SCP, and may be considered as an IP ‘Service Switching Point’ (SSP) with respect to the SCP, and the SCP taking up the role of “Back-end Server’ to the SMC’s Gatekeeper function. 

As an short term solution, the proposed interfaces and resulting interworking services are attractive to operators who are also providing Internet access and/or IP telephony services, because it makes optimal reuse of the existing IN platform and services through standardized interfaces between the ISP servers and the SCP.

The following two service examples show how this interface may add value to both the network operator and the ISP. 

The third example shows how the IN concepts may be reused to extend the scope of Domain Name Services (DNS) with service control features. 

2.9.2.5.1
Service example: “PoP redirect” for optimised Internet access

“Pop Redirect” is an example of a “classic” IN number translation service, which is making use of up-to-date information which is (only) available in the SMC’s AAA server.
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Figure 2.9.8
‘PoP Redirect’ service flow

When a PSTN user dials in on a RAN, the line is sometimes busy due to more users requesting for access than there are ports available. If the ISP is dialled through an IN number, the “Pop Redirect” service will interrogate the AAA server on port vacancy within a specific IP-VPN, and redirect the call to another RAN with free ports (Figure 2.9.8).

As the service level (“Quality of Access”) a user is requesting and the price he is willing to pay for it may vary in time, subscriber profile may be managed individually.

2.9.2.5.2
Service example: Back-end services for Voice-over-IP

To be able to deploy VoIP efficiently, it must be possible to offer “traditional” IN voice services to VoIP users in the same way they are offered to PSTN users (e.g. premium rate, freephone, UPN, voice-VPN, etc.).

To make this possible, the Gatekeeper (in this case located in the SMC) will address the IN service logic, over an INAP-like interface, to reuse as much as possible of the existing IN features and services (Figure 2.9.9).
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Figure 2.9.9
‘Back-end’ service flow

2.9.2.5.3
Service example: Intelligent DNS

The Intelligent Domain Name  Service (I-DNS) merges the industry-standard DNS with an IN services platform. This provides the flexibility to intelligently route Internet domain addresses.

The Dynamic DNS is an alteration to the conventional name server that allows the marking of an entry in the database that will initiate a service on the SCP and wait for a response on a pre-designated port. As such the I-DNS is providing a kind of Service Switching Function, triggering the execution of an IN service script.

The service will allow ISPs, Telcos, and service providers to rapidly deploy revenue-generating services.  Using the Intelligent DNS Server, ISPs can charge a premium rate for preferred connections and speeds.  Plus, they can sell advertising at higher rates because it can be delivered based on criteria like the time of day or customer profiles.  Along with generating additional revenues, the solution can also be used to enhance network performance and meet customer demands for reliability. 

As an alternative, the Gatekeeper (or media Gateway controller) may also be implemented in the IP network as a Call Server. The latter is offering similar features as the Call Control Function (CCF) and the Service Switching Function (SSF) that can be found today in public telephony network switches.

There is a major role to play for the Intelligent Network in this context: as the IN’s main functions are located (in both a logical and a physical sense) outside the respective sub-networks, the IN system may act as an Intelligence Platform for the combined voice-data network. 
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Figure 2.9.10
IN integrated intelligence platform for VoIP

Evolution of the Intelligence Platform includes further integration of the IN, ISP servers and Call Agent features, together with management and clearinghouse functions into a unique IP Service Node (Figure 2.9.10). The functionality offered by this Internet-SN includes common databases, user profiles, service creation, provisioning and management, etc.

Different from the “back-end” scenario, the IN platform is able to handle “non-IN” interfaces, such as H.323, SIP and MGCP.  This will allow the Service Provider to deploy services on multiple voice networks (e.g. PSTN and IP) while operating one single “front-end” platform for service control, service management and service creation.

This means, that the function of the Gatekeeper, including the Call Control, will be integrated with the IN platform, as such enriching the basic Gatekeeper functionality (as required by e.g. the H.323 standard) with full-IN features and services, including Virtual Private Networking, Calling Card Services, Interactive Voice Response, Unified messaging, etc.

2.9.2.6
Follow-up of standards evolution (“interoperate” step)

Because of the enormous growth of the Internet, the market potential of IP telephony, and the take-off of voice-data convergence services, most of the large standardization organizations are currently looking at IP and VoIP networks and services. 

Some of the major initiatives in the area of Voice and Multimedia over IP are conducted in ETSI TIPHON (Network architectures for VoIP), ITU-T SG16 (Multimedia services and systems, H.323), IETF PINT (PSTN-Internet interworking, “click to…” services), MEGACO (de-compositioning of the Gateway into a transport and a control part, and defining MGCP - the Media Gateway Control Protocol), SIGTRAN (packet-based PSTN signalling over IP Networks) and MMUSIC (internet conferencing, SIP, the Session Initiation Protocol, etc.) working groups, iNOW! (an operator and vendor initiative to enforce VoIP interoperability), etc.

At this time, most of these standardization initiatives are converging, but there remains still a huge amount of work to be done to make the IP network as reliable  (QoS), manageable (including charging and billing) and service rich as the traditional switched circuit networks. 

Although the data world was initially reluctant to adopting ‘Old World’ telephony architectures and protocols, today there is a tendency to reuse, adapt and extend what is useful. In order to handle network congestion and operator inter-working a strong interest for SS No7 is to be reported.  Together with SS No7, the role of the Intelligent Network is being re-evaluated and re-valued in an ‘IP dominated’ environment. 

Many of the network architectures proposed and required by major (telecom and datacom) vendors and operators fall back on IN concepts, protocols and services. They appear as well in ‘reuse’, ‘interwork’ as in ‘integrate’ scenarios.

2.10
ITU STANDARDS

2.10.1
ISDN

2.10.1.1
General structure 

· Description of ISDNs

	I.120 (3/93)
	Integrated services digital networks (ISDNs)

	I.122 (3/93)
	Framework for frame mode bearer services


· General modelling methods

	I.130 (11/88)
	Method for the characterization of telecommunication services supported by an ISDN and network capabilities of an ISDN


· Telecommunication network and service attributes

	I.140 (3/93)
	Attribute technique for the characterization of telecommunication services supported by an ISDN and network capabilities of an ISDN

	I.141 (11/88)
	ISDN network charging capabilities attributes


2.10.1.2
Service capabilities 

· General aspects of services in ISDN
	I.210 (3/93)
	Principles of telecommunication services supported by an ISDN and the means to describe them

	I.220 (11/88)
	Common dynamic description of basic telecommunication services

	I.221 (3/93)
	Common specific characteristics of services


· Bearer services supported by an ISDN 
	I.230 (11/88)
	Definition of bearer service categories

	I.231
	Circuit-mode bearer service categories

	I.232
	Packet-mode bearer services categories

	I.233
	Frame mode bearer services

	I.241
	Teleservices supported by an ISDN

	I.250 ~ I.259
	Supplementary services in ISDN


2.10.1.3 
Overall network aspects and functions

· Network functional principles & Reference models
	I.310 (3/93)
	ISDN – Network functional principles

	I.320 (11/93)
	ISDN protocol reference model

	I.324 (10/91)
	ISDN network architecture

	I.325 (3/93)
	Reference configurations for ISDN connection types


· Numbering, addressing and routing & Connection types

	I.330 (11/88)
	ISDN numbering and addressing principles

	I.340 (11/88)
	ISDN connection types

	E.165/Q.11.ter (11/88)
	Timetable for coordinated implementation of the full capability of the numbering plan for the ISDN era (Recommendation E.164)

	E.172 (10/92)
	ISDN routing plan


· Performance objectives 

	I.350 (3/93)
	General aspects of quality of service and network performance in digital networks, including ISDNs

	I.352 (3/93)
	Network performance objectives for connection processing delays in an ISDN

	I.353 (8/96)
	Reference events for defining ISDN and B-ISDN performance parameters

	I.354 (3/93)
	Network performance objectives for packet-mode communication in an ISDN

	I.355 (3/95)
	ISDN 64 kbit/s connection type availability performance


· General network requirements and functions 

	I.370 (10/91)
	Congestion management for the ISDN frame relaying bearer service

	I.372 (3/93)
	Frame relaying bearer service network-to-network interface requirements

	I.373 (3/93)
	Network capabilities to support universal personal telecommunication (UPT)

	I.376 (3/95)
	ISDN network capabilities for the support of teleaction service


· ISDN traffic engineering

	E.701 (10/92)
	Reference connections for traffic engineering

	E.711 (10/92)
	User demand modelling

	E.720 (11/88)
	ISDN grade of service concept

	E.721 (8/91) 


	Network grade of service parameters and target values for circuit-switched services in the evolving ISDN


2.10.1.4
User-Network Interface aspects

· ISDN user-network interfaces 

	I.410 (10/84)
	General aspects and principles relating to Recommendations on ISDN user-network interfaces

	I.411 (3/93)
	ISDN user-network interfaces - Reference configurations

	I.412 (11/88)
	ISDN user-network interfaces - Interface structures and access capabilities

	I.420 (10/84)
	Basic user-network interface

	I.421 (10/84)
	Primary rate user-network interface


· Layer 1 Recommendations 

	I.430 (11/95)
	Basic user-network interface - Layer 1 specification

	I.431 (3/93)
	Primary rate user-network interface - Layer 1 specification


· Layer 2 Recommendations 

	I.440/Q.920 (3/93)
	ISDN user-network interface data link layer - General aspects

	I.441/Q.921 (9/97)
	ISDN user-network interface - Data link layer specification


· Layer 3 Recommendations 

	I.450/Q.930 (3/93)
	ISDN user-network interface layer 3 - General aspects

	I.451/Q.931 (5/98)
	ISDN user-network interface layer 3 specification for basic call control


2.10.1.5
Inter-network interface aspects

· Inter-network interfaces 

	I.500 (3/93)
	General structure of the ISDN interworking Recommendations

	I.501 (3/93)
	Service interworking


2.10.1.6
Operation and other aspects

· Maintenance principles 

	I.601 (11/88)
	General maintenance principles of ISDN subscriber access and subscriber installation


2.10.1.7
Network management

	M.3211.1 (5/96)
	TMN management service: Fault and performance management of the ISDN access

	M.3600 (10/92)
	Principles for the management of ISDNs

	M.3603 (10/92)
	Application of maintenance principles to ISDN basic rate access

	M.3604 (10/92)
	Application of maintenance principles to ISDN primary rate access

	M.3605 (10/92) 
	Application of maintenance principles to static multiplexed ISDN basic rate access

	M.3621 (7/95)
	Integrated management of the ISDN customer access

	M.3660 (10/92)
	ISDN interface management services


2.10.1.8
Signalling 

· Basic services 

	Q.730 (9/97)
	ISDN User Part supplementary services

	Q.761 (9/97)
	Signalling System No. 7 - ISDN User Part functional description

	Q.850 (5/98)
	Usage of cause and location in the digital subscriber Signalling System No. 1 and the Signalling System No. 7 ISDN user part

	Q.920/I.440 (3/93)
	ISDN user-network interface data link layer - General aspects

	Q.921/I.441 (9/97)
	ISDN user-network interface - Data link layer specification

	Q.922 (2/92)
	ISDN data link layer specification for frame mode bearer services
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BACKGROUND BRIEFING

1.1
Status-quo of the country

The People's Republic of China is situated in the Eastern Hemisphere, located in the eastern part of Asia facing the Pacific Ocean on the east, the total area of the country is about 9.6 million square kilometers, corresponding to 6.5% of total land areas of the world. The length of its coastal lines is over 18000 Km. China is a unified country with many nationalities (altogether 56 nationalities), and Han nationality is by far the biggest nationality (about 94% of the total population). China consists of 23 provinces, 5 autonomous regions and 3 directly governed metropolitans. China’s topography is high in the west and low in the east, the topography is of diversity and complexity. The percentages of the various topographies in China are: 33% mountains, 26% plateau, 19% basins, 12% plains and 10% hilly lands.

China is of vast expanse and abundant produces. China is rich in such resources as water, creatures, minerals and geothermy. There are over 100 million hectares of cultivated lands, 319.08 million hectares of grasslands (available area of 224.34 million hectares) and 115.25 million hectares of forests in China. The forests cover 12% of  total territory.

China is the most populated country in the world. China’s population was over 1.25 billion at the end of 1999. But the population in various places are distributed very unevenly with dense population in the eastern part especially (over 300 persons per square kilometer in the coastal areas), and sparse population in the western part, (just over 40 persons per square kilometer). 

China’s national economy has been developing at fairly high speed, and its reform and opening-up policy has yielded  prominent results and great achievements during Ninth Five-year Plan period. GDP of the first two years in this period exceeded 8% annual increase, while 7.8% and 7.1% GDP annual increase were obtained respectively in 1998 and 1999 with lower CPI. 1999 GDP valued at 8,319 billion yuan (RMB) i.e.1000billion USD and CPI 2.9% lower than that of 1998. China is vigorously pushing forward its modernization programs in industry, agriculture, national defense and science & technology. High-tech enterprises are springing up everywhere in China. Especially China’s telecom and information industry growth rate has surpassed that of GDP for many consecutive years. The rapid development of the information industry has enormous and favorable impacts on all the other industries and contributes a great deal to the national economy.

1.2
Administration and operating agencies for telecommunications

1.2.1
Ministry of Information Industry

The Ministry of Information Industry was founded on March 31 1998 with merger of former MPT and MEI. MII is a functional department under the State Council governing the information industry. It executes many major government functions, such as:

· It formulates the government’s development strategy, guidelines, policies and overall plans of the nation’s information industry; and it exercises supervision and control over telecom and information service markets to ensure fair competition and universal service. 
· It stipulates laws & regulations and issues administrative rules and supervises the enforcement of laws & regulations. 
· It establishes technical policies & standards for the manufacturing industry of electronic and IT products, the communication industry and the software industry as well as for radio ad TV transmission networks. 
· It formulates tariff policies for information industry and development plans for the informatisation of national economy. 
· It takes charge of the nationwide distribution and management of such public communications resources as radio frequencies, satellite orbit positions, communication network numbers, domain names and addresses, and regulates radio frequencies, and implements licensing system etc. 
The MII also supervises the State Post Bureau as authorized by the State Council.

The Ministry has 9 departments and 4 bureaus: 
· General Office, 
· Department of Policy and Regulation, 
· Department of Planning, 
· Department of Science and Technology, 
· Department of Enterprise Restructuring and Operation, 
· Telecommunications Administration Bureau, 
· Department of Financial Regulation and Clearing, 
· Department of Electronic and IT Products, 
· Bureau of Military Electronics, 
· Department of Informatisation Promotion, 
· Bureau of Radio Regulation and Department of External Affairs and 
· Department of Personnel.
1.2.2
China major telecom operators

China Telecommunications Corporation is the largest telecom enterprise in China. It had nearly 110 million fixed telephone subscribers by the end of 1999. The voice, data, fax and other telecom services are offered in its public telecom networks and IP phone & data services are provided in its Internet. China Mobile Communications Corporation solely operates various mobile services, possessing roughly 94.5% of GSM mobile communication market.

With the approval by the State Council, the United Telecommunication Co. Ltd. (the abbreviated form of the name is Unicom) was formally founded on July 19th, 1994 which was jointly launched by Ministry of Electronics Industry, Ministry of Electrics Industry and Ministry of Railways, Unicom is an independent economic entity with legal personality, under the industry management of MPT in terms of Telecom business. 

China United Telecom (Unicom) Corporation operates mobile business, possessing 5.45% of GSM mobile communication market and 3.25 million GSM subscribers and 6771 base stations at the end of August 1999, and also operates radio-paging services, possessing most majority of radio-paging market share, and operates Internet services as well. Jitong Communications Corporation operates data services and Internet services in its network. 
1.3
Status-quo of China’s communications development

Since the 1990s, China has accelerated the process of telecom reform and opening-up to the outside world. China’s telecom industry has leapt from the take-off stage to high-speed development period. The official telecom statistics published at the end of 1999 shows that: 

· the total number of China fixed network subscribers and mobile communication subscribers have reached 110 million and 43.24 million respectively; 
· the total capacity of office exchanges has reached 17.10 million lines; and e-mail subscribers has amounted to 35.6 million. 
The statistics issued at the end of 1999 shows that:

· the total number of public telephones has reached 3.008 million; 
· the total capacity of automatic toll exchanges has increased to 4.928 million circuit terminals, up 2.1% and 
· the total number of toll service circuits has reached 1.75 million. 
The total length of fiber-optic cables reached 949,632 sheath kilometers, up 30%, and the total number of DDN ports was 484,665, up 28.9%. The high-speed tandem platform is provided for the domestic Internet. The overall operational quality of telecom network has been bettered and all the targets laid down for 1999 have been met.

Rapid development of China telecom industry has turned out the remarkable rise of penetration rates: China national penetration rate of fixed telephones has grown to 13 telephones /100 persons and penetration rate of main lines has increased to 8.64 main lines/100 inhabitants. And the penetration rate of mobile telephones has been 3.50 handsets/100 inhabitants by the end of 1999. The urban telephone penetration rate has reached 28.4 phones/100 inhabitants.
The governments at all levels attach importance to the gradual realization of the goal of universal telephone access service, 79.8% of rural administrative villages enjoyed phone access service. The total number of rural telephone subscribers reached 34.179 million, up 43 %. The number of urban and rural public pay phones reached 3 million. In order to improve telecom network capacity and communication service quality in rural areas, SPC switches, pair-gain systems, wireless access system, microwave systems etc. are equipped in rural network. Even satellite system will serve some part of remote areas in the future. The universal telephone access service level in the eastern rural areas with developed economy has approached that of urban areas.

	
	Unit
	1995
	1996
	1997
	Growth rate of 1997 over 1996 
	Average annual growth rate

1992-1997 (%)
	End of  1999

	Total capacity of  urban and rural telephone exchanges
	Million lines
	86.527
	108.251
	128.685
	18.88
	34.83
	175.379

	The share of SPC exchanges
	Million  lines
	81.414
	104.682
	125.051
	19.46
	68.36
	174.146

	Total capacity of office exchanges
	Million lines
	72.036
	92.912
	112.692
	21.29
	43.44
	158.531

	The share of local telephone exchanges
	Million  lines
	54.563
	69.237
	84.068
	21.42
	45.10
	112.355

	Capacity of SPC exchanges
	Thousand lines
	71430
	92614
	112447
	21.41
	64.82
	158.388



	Capacity of mobile telephone exchanges
	Thousand lines
	7967
	15363
	25857
	68.31
	124.54
	80636.6

	Capacity of digital mobile telephone exchanges
	Thousand lines
	1178
	5592
	14010 
	150.54
	410.99
	67339.6

	Capacity of automatic toll exchanges
	Thousand circuit terminals
	3519
	4162
	4368
	4.95
	52.94
	4927.7

	Toll circuits
	Thousand
	736
	998
	1146
	14.83
	37.40
	1781

	The share of digital circuits
	Thousand
	678
	965
	1139
	18.03
	59.89
	1763

	Total length of toll optical cable
	Thousand kilometers
	108
	133
	155
	16.54
	61.75
	279.514

	 Telephone main lines
	Million 
	40.706
	54.947
	70.310
	27.96
	43.71
	108.807

	Mobile telephones
	Million 
	3.629
	6.853
	13.233
	93.10
	136.99
	 43.238


Table A1    Development of Major Telecommunication Capabilities of China
1.4
China’s communication development policies 

The sustained and rapid development of China’s communication undertaking has been benefited from macro environment of reform and opening-up as well as economic growth. In the practice of past decade’s reform and development, China has adopted a series of policies for effectively promoting the development in accordance with China’s state situation and actual conditions of communication industry: 

· The Chinese government has attached great importance to the development of communication undertaking and regard it as a prerequisite for economic growth and opening-up to the outside world, and has rendered policy support and tried every means to protect and promote the communication development. The governments at various levels have considered local communication infrastructure building-up as their own duties, therefore they provide the necessary conditions and guarantees for telecommunication construction and organize people from all walks of life to support telecom sector in the construction of communication networks;

· The overall plan of communication development has been worked out so as to ensure the coordinated telecomms development in the whole country. Priority is given to meeting the fast growing communication demands in the eastern coastal regions and urban areas, and at the same time, attention has been paid to the solution of communication development problem in vast middle and western regions with less developed economies. The transmission and switching, toll as well as local, of telephone and new services within telecom networks should be developed in a coordinated way;

· The concerted efforts should be made in building up a complete and uniform state public communication network, meanwhile the support should be given to other sectors’ establishment of necessary private networks on the basis of needs as a supplement to the public networks;

· Business licensing systems are implemented for opening new domestic telecom service markets and some portions of radio mobile communication service markets and competition mechanism has been introduced; Opening the market of communication equipment and licensing system is implemented for connecting customer terminal equipment to the network, open tendering at home and abroad for major network equipment is expanded; at the same time, opening-up the communication construction market so as to speed up the construction;

· Graded accounting and graded administration are implemented within the communication enterprises, and on the premise of guaranteeing necessary centralization & uniformity and command & dispatch within the entire network, the rights for autonomous business operations are transferred to the communication enterprises in order to let them assume the responsibility of communication construction and business operation for their serving areas, and the employees’ interests and business outcomes are bound together;

· With the support of state policies, telecom construction funds are raised by communication enterprises through multi-channels to ensure the necessary telecom investment intensity. Communication enterprises should improve economic effects, and strengthen their own accumulations and development abilities through improving business management and lowering the costs of construction and operation; on this basis, loans and rentals at home and abroad should be fully utilized; the initial telephone connection fee shall be charged following the state approval;

· Relying on science & technology progress and adoption of new technology from high starting point and modernization of communication networks should be accelerated; the qualified staffs’ fostering should be effectively carried out so as to gradually set up a high quality communication force in the fields of construction, maintenance, business management and research & development;

· Adhere to opening to the outside world and actively introduce advanced equipment, technologies and capitals from abroad, employ the advanced business management experiences, and strengthen friendly cooperation and exchange with various countries in the world in the communication domain.

The above-mentioned communication policies have taken shape and developed in the practice of reform and opening-up to the outside world. The practice in the great development of China’s telecom undertaking has indicated that these policies and measures tally with the actual situation in China and yield good results. The situation about China’s communication industry will still change continuously with the in-depth reform of state economic system and gradual establishment of socialist market economy system. The telecom sectors should not only adhere to the past proven-effective policies with China’s characteristics, but also carry out the earnest study on macro communication environment and employ the experiences of other countries for reference and lose no time in pushing forward the reform in communication industry and accomplish the transformation from extensive to intensive operation so as to meet the needs of greater development of communication undertaking.

2
TELECOMMUNICATION NETWORKS AND SERVICES

2.1
Telecom network development

2.1.1
Communication capability

China’s total capacity of telephone exchanges has reached 160 million lines by the end of 1999, the network scale ranks the second in the world. By the end of 1998, all the cities above the county level have installed digital SPC exchanges and 99.8% of the overall network has become digital. As of end 1999, the total number of long distance circuits has reached 1.757 million, almost all the long distance circuits have become digital. The total capacity of toll automatic switches has reached 4.83 terminal lines and the total mobile switching capacity has reached 43.31 million subscriber lines. By the end of 1999, there have been 1,781,084 toll service circuits, 158.531 million lines of office telephone exchanges and 67.34 million lines of mobile exchanges and 1,827,999 GSM digital mobile communication channels and 315,239 analogue mobile communication channels respectively. The interconnected nationwide public multi-media communication network was basically completed with the bandwidth of the international gateway of the public Internet extended to 177 MHz and the 155 MHz broadband backbone ATM network in place which links up all the provincial capital cities.

2.1.2 
Satellite communications

By 1995, China has had seven type A standard earth stations for satellite communications, and one Intelsat T&TC (Tracking and telemetering control) and standard reference station, over 9000 international satellite circuits have been established with 48 countries and regions; there had been 21 earth stations in the provincial capital cities, providing 7500 circuits, thus China’s domestic satellite communication network is of a comparative scale.

China’s VSAT services are also developing rapidly. In 1988, China began to adopt VSAT satellite communication technology. By 1995, P&T sectors had completed VSAT public communication systems with 700 VSAT stations and over 1000 circuits, providing VSAT communication services for the remote areas in Tibet, Sichuan, Guizhou, Yunnan and Guangxi. Meanwhile the sectors of coal, petroleum and banking have also set up their own private VSAT satellite communication networks. At present, nearly 10 thousand VSAT stations imported from a dozen of foreign companies have gone or plan to be going into operation.

During 1998, China Telecom continued to build up 15 new satellite earth stations and expanded existing 23 satellite earth stations, thus greatly enhancing the capability of satellite communication network. China domestic circuit terminals totaled 50,000 before the end of 1998. China international satellite communication services were opened to some other Southeast Asian and European countries in 1998. China Satellite business revenue has turned out 342 million yuan (RMB) by end 1999. 

2.1.3
Construction of international fiber optic cables

China began to invest and take part in the construction of international optic-optic cables in 1989, and China-Japan submarine optic-optic cable construction was completed at the end of 1993. China-Korean submarine optic-optic cable was commissioned in February 1996. With the joint efforts made by China and the relevant parties, the Trans Asia-Europe land optic-optic cable (TAE) was put into operation on October 14,1998 after 5 year construction. In addition, the FLAG international submarine optic-optic cable with China participation and investment has also been commissioned.

2.1.4
Emergency communications

As an important part of the public network, the emergency communications has had a relatively perfect working system. For many years, the emergency communications has played a vital role in urgency rescue and disaster relieves and the country’s great-event news reports. Till now, seven emergency communications bureaus have been set up in Beijing, Hubei, Shanghai, Shenyang, Sichuan, Xi’an and Guangdong, and the nation-wide emergency network has preliminarily taken shape. The emergency communications bureaux have been equipped with vehicle C-band and Ku-band earth station; INMARSAT A, M and B-type land stations; containerized SPC switching systems with 1000,2000 and 4000 lines; single point to multi-addresses microwave circuits and portable digital microwave stations as well as 450 MHz and 900MHz mobile telephone systems. The telecom offices in the provinces and autonomous regions have been equipped with 24-channel UHF and 100W single-side band short-wave communications equipment and the associate power supply systems. During the Ninth Five-Year Plan period, a relatively perfect nation-wide emergency communications network with the Ku-band VSAT system as the backbone and various vehicle-carried earth stations as the supplementary will be built up.

The mobile communication systems and microwave systems played an important role in emergent communications in flood-stricken areas during the period of fighting against flood in 1998. Advanced wireless communication technologies and systems are employed for emergency communications and yield good results.

2.1.5
Construction of supporting networks

China has set up No.7 signaling networks covering the capital cities and relatively developed regions. As of end 1998, a nationwide SS7 network with 19 pairs of HSTPs began to take shape and signaling links in mesh network accounted for 80% of the total such links and carry a variety of services such as intelligent network etc. A digital synchronization network in 31 provincial cities independent of the service networks has been built up, capable of providing high accurate and highly reliable clock to various digital systems, and intra-provincial digital synchronization networks have also begun to take shape.

China Telecommunications Corporation had set up and put into operation some 300 local telecom management networks serving for 92 % of the existing local networks by the end of 1998. The long distance PDH transmission management network was basically established and the construction of SDH sub-networks with three types of equipment related to SDH transmission management network was completed in 1998.

2.2
The development of telecom services

2.2.1
Overall level of telecom services

With an addition of 21.386 million local subscribers in 1999, the total number of local subscribers has reached 108.807 million with 74.628 million urban telephone subscribers and 34.179 million rural telephone subscribers. At the end of 1999, the mobile subscribers increased by 17.955 million and the total number of mobile subscribers has increased to 43.238 million, ranking the third in the world. By the end of 1999, there have been 0.268 million subscribers of DDN service and 6.02 million EDI subscribers, and there have been 1.198 million subscribers served by 169 multimedia network and 168,135 N-ISDN service subscribers. China Internet subscribers have amounted to 8.9 million and there have been 35.60 million E-mail subscribers (with 26.70 million free e-mail subscribers included) and 43.24 million mobile subscribers respectively.

And by the end of 1999, telecom service revenue has amounted to 243.3 4 billion yuan (RMB), up 21.1 %. 

	
	Unit
	1995
	1996
	1997
	Growth in 1997 over 1996 (%)
	Annual growth rate from 1992 to 1997 (%)
	End of  1999

	Total telecom turnover
	Billion

RMB yuan
	87.56
	120.87
	162.9
	34.8
	48.4
	243.34 

	Long distance telephone
	Billion
	10.14
	12.74
	15.78
	23.9
	40.6
	20.039

	Domestic long distance telephone
	Billion
	9.7
	12.24
	14.97
	22.3
	41.2
	19.42

	International calls and calls to and from HK, Taiwan and Macao
	Million
	410
	500
	810
	62.0
	32.3
	618.921

	Number of local telephones
	Million
	40.706
	54.947
	70.31
	28.0
	43.7
	107.371

	Number of local subscribers
	Million
	32.636
	42.778
	52.444
	22.6
	41.6
	108.807



	Residential telephones
	Million
	29.098
	41.319
	54.638
	32.2
	61.7
	88.335

	Public Pay Phones
	Million
	0.85
	1.373
	1.939
	41.2
	87.4
	3.008

	Mobile telephone subscribers
	Million
	3.629
	6.853
	13.233
	93.1
	137.0
	43.238

	Radio paging subscribers
	Million
	17.392
	25.362
	29.690
	17.1
	68.0
	47.176

	Packet switching subscribers
	Thousand
	28
	56
	85
	51.8
	_
	108

	E-mail subscribers
	Thousand
	6.068
	10.098
	15.246
	51.0
	_
	35.6 million

	Videotext subscribers
	Thousand
	2.487
	1.987
	2.246
	13.0
	_
	This statistics is cancelled.

	EDI subscribers
	Thousand
	_
	0.113
	0.204
	80.5
	_
	0.602

	Digital Data subscribers
	Thousand
	17
	51
	111
	117.6
	_
	268


Note: 1 US dollar = 8.28 Yuan (RMB)
Table A2    Development of telecom services
2.2.2
Mobile communications

In recent years, China’s mobile communication services and networks have been developing at the fastest speed. China’s mobile communication networks and mobile services are operated by two corporations i.e. China Mobile Communications Corporation (separated from China Telecom in later 1999) and China Unicom Corporation. China Unicom started GSM operation in June 1998, its digital mobile telephone network has covered 149 cities (including some just completed mobile networks and trial operated mobile networks). By the end of 1999, the total number of mobile subscribers has grown up to 43.238 million; the total number of digital mobile telephone subscribers has reached 38.289 million (33.077 million owned by China Mobile, 52.12 million owned by China Unicom). The amount of China mobile calls within 1999 has reached 65.7 billion (60.87 billion for China Mobile and 4.83 billion for China Unicom). In 1999, mobile communications yielded 71.32 billion yuan with 56.44 billion yuan by China Mobile Communications Corporation and 14.98 billion yuan by China Unicom. China mobile communication network has covered all the prefecture-level cities and 96% county towns with 43.238 million mobile phone subscribers by the end of 1999. The nationwide mobile communication intelligent network (IN) phase II expansion project has been completed in January 2000. This mobile IN network has launched automatic roaming prepaid service in 13 provinces covering over 150 cities and 4 million subscribers.

China radio- paging business has been developing very fast, especially in urban areas. There are a lot of radio-paging stations all over the country. The major radio- paging operators are China Telecom and China Unicom. China Telecom enjoyed an increase of 8.14 million new radio-paging subscribers, making the total up to 37.83 million at the end of 1998. China Unicom enjoyed an increase of 1.3 million new users, making the total up to 2.02 million. By the end of 1999, the total number of radio-paging subscribers has reached 47.17 million. 

2.2.3
Data communications 

China telecom public packet switched network (CHINAPAC) was completed and launched into operation in September 1993. By the end of 1996, CHIANPAC will have covered over 2200 cities and counties throughout the country with the total capacity of 0.12 million ports and will have gateways to 44 packet switched networks in 23 countries and regions. CHINAPAC is characterized of high line utilization rate, heterogeneous protocols support and interworking of various types of terminals and high network security and distance-independent communication tariffs etc., CHINAPAC is widely used by the banking services, governments, enterprises and commercial sectors etc. and is a technically matured basic data communication network with perfect functions and broad coverage area.
China public digital data network (CHINADDN) was completed and went into operation in October 1994. In 1998, CHINAPAC network and CHINADDN network have covered all prefecture-level cities and over 2000 county towns and some rural towns. By the end of 1999, there have been 108,000 packet switching subscribers and 239,490 packet switching node ports; 268,000 DDN subscribers and 484,665 DDN ports, 23,743 frame relay subscribers and 18,420 frame relay ports, 168,135 N-ISDN subscribers, and 169 public multimedia network consumer subscribers have reached 1.198 million, up 43.3 %. Wireless data services have already gone into service in China.

2.2.4
New telecommunication services

Along with the stable growth of China national economy and the fast development of key telecommunication infrastructures such as mobile network, Internet network and intelligent network, a host of new telecommunication services are springing up at a quick pace. EDI service is gradually being replaced by E-commerce business. Many new telecom services have gone into service. With the approval of MII, IP phone services have been provided by China Telecommunications Corporation, China Unicom and Jitong Communications Corporation in 14 provincial capital cities (including Beijing, Shanghai, Tianjin).

In recent years, China Internet has been developing rapidly, E-mails are sent via Internet easily, the number of e-mail subscribers has rapidly increased to 35.60 million by the end of 1999.
China public fax store and forward service network (CHINAFAX) has covered all provincial capital cities. By the end of August 1999, the number of CHINAFAX subscribers reached 4,657.

The videoconferencing network has covered all the provincial cities and linked prefectural cities, several dozens of videoconferencing systems have been put into services in municipalities and all provincial capital cities for convening nationwide and provincial & municipal videoconferences.

China intelligent network (IN) networks first offer billing card calling (300) service, freephone call (800) service and VPN (600) service, and then IN networks offer Centrex (WAC), UPT, VOT and MAS services etc. By the end of 1999, IN network has covered all the provinces and autonomous regions except Tibet, and 300 telephone card service and 800 freephone service were available in 30 provinces with exception of Tibet. More and more customers use 300 telephone card service and subscribe to 800 freephone service.

China has already completed construction of domestic and international ISDN networks and has added ISDN functions into PSTN. By the end of 1998, N-ISDN had offered integrated voice, data and image services along normal telephone lines with long distance inter-networking realized in 25 provincial capital cities, and 25,533 subscribers have accessed to domestic N-ISDN. By the end of 1999, there have been 168,135 N-ISDN subscribers (only 25,060 N-ISDN subscribers at the end of 1998). The broadband multimedia network has already gone into service. 

The main new telecom services are listed below, which have been provided in intelligent network, data communication network, Internet network, mobile communication network and ISDN network.

(1) Intelligent network services:

 Phone card services (200 service and 300 service), freephone service (800 service), virtual private network (VPN) service and wide area Centrex service (WAC service) etc.

(2) Data communication services:

X.25 packet data network service, digital data network services, frame relay network service and electronic data interchange (EDI) etc.

(3) Internet services: 

Internet access, IP phone, Internet web hosting, 163 ChinaNet access, 169 China public multimedia information network services, ISP service and electronic commerce etc.

(4) Mobile communication services:

900 MHz GSM telephone service, 800 MHz CDMA mobile communication service, Short message service, prepaid card service, voice mail service and wireless data service etc.

(5) ISDN (narrow-band & broadband ISDN) services and other services: 

High speed data transmission; connections between remote workstations and LANs as well as interconnection of multi- LANs; multimedia workstation service; high speed image transfer service; videoconference; access to information databases; computer LAN/WAN interconnection; frame relay; videophone service; electronic financial & banking service; video-on-demand service; remote learning and tele-medicine services etc.
2.2.5
International telecom services

So far, China telecom carriers have opened new international telecom services such as IDD operator service and freephone service, telephone credits, N-ISDN, radio, cellular mobile telephone international roaming and high-speed digital private line services. By 2000, China will have completed the modernized telecom network with telecom capability of operating international telephone services, international intelligent services and international integrated services, and interworking with the global and regional optic-optic cable systems.

As of the end of 1998, China had direct communication links with 87 carriers of 72 countries. N-ISDN interoperability was realized with 11 countries and regions. China international telephone call duration within first 8 months of 1999 has reached 385.3 million minutes. The international 800 (ITFS) was extended to 21 countries and regions; the Global 800 (UIFN) accessible from 13 countries and regions; and international roaming was realized of the GSM network of China Telecom with 60 GSM operators in 38 countries and regions.

By the end of 1998, China had been connected by N-ISDN with Japan, USA, UK, Germany and Singapore etc. via 3 international gateways. By the end of 1999, international ISDN service had been provided between China and 9 countries and 2 regions such as USA, Japan, Germany, France, Australia and Singapore.
2.3
Experience and problems for introducing new services

Achievement known world-wide have been made in the development of China’s telecommunication undertaking and the many excellent experiences deserve summing up. MII of China persists in unity, integrity and sophisticated ness and unified planning, system and construction, thus playing a directive role in the development of telecommunication undertaking. The various administrations and special bureaus have accumulated many good experiences. Some typical experiences are listed as follows:

· Clear-cut objectives and methods formulated. Some telecom administrations put new services development into annual target of telecom operations, 8 to 10 development or roll-out items are put forward each year and personal accountability is implemented according to assessment method for economic responsibility(up to bureau), and award methods for new service development and preferential method for key customer to use new services are laid down. The six types of new services such as voice, data, text, video(image), mobile and intelligent services have been developed fairly successfully; 

· Restructuring, speciality management, division of work for responsibility. In order to accelerate the development of new services, new service operating mechanism is rearranged so as to solve the problem of repetitive construction and mutual rivalry for interests. The special service companies have been established to carry out special service development and operational management, for example, information industry company limited, integration department for intelligent systems and audiotex company operate and manage data and image communications, intelligent building construction and audiotex services respectively; 

· Market research and prediction, and opportune development. The success or failure of new services to a certain extent depends upon prior market research and prediction. Therefore, the role of market prediction department should be fully played. Before developing each new service, the prediction report should be submitted to the leaders for their decision-making; 

· Competition introduction and enhanced management. The monopoly of new service by telecom administrations has become historic situation due to the reform of telecom system and partial competition of services. Facing the competitive situation, all the telecom administrations take the road of mutual compliment of advantages and joint construction with increasing market share occupancy as their goal. The joint entities have been set up for opened services such as radio paging, VSAT, EDI etc, good results have been obtained due to multiparty participation and joint development on the basis of P&T as main force. 

· Enhanced marketing, application roll-out. At the beginning, subscribers know very little about new services for time being, it is necessary to make extensive propaganda about new services. P&T administrations propagate new telecom services and new technologies in the age of information on the occasions of World Telecom Day, municipal communication construction leading group meeting and various expositions or consultative meetings.

· More and more ISPs are engaged in Internet services in China due to ever-growing computers access to networks and with the merits and features of various Internet services, e.g. low communication fees, large content acquisition and many useful applications etc., so the number of Internet subscribers is soaring in China.

The main problems for China to introduce new services are as follows: Introduction of technical equipment lacks global coordination because China’s communication equipment market is a multi vendor market, thus bringing about the difficulties for interconnection and interworking between various platforms and second development of new services. 

Also the propaganda for introducing some new telecom services has not been well done, thus many customers fail to understand the applications and features of the new telecom services. Such poor propaganda and promotion of new telecom services produce the negative effects on the new telecom service introduction and development as well as on the service revenue etc.

3
CURRENT NETWORK DEVELOPMENT

3.1
Overview

The principle of network development is to take the development of telephone service and new telecom services as the keynote. The enhancement of comprehensive communication capacity of the entire network and improvement of network technological level and adoption of new technologies are regarded as focal points of development. China has been developing telephone network, data communication network, mobile communication network, Internet network & platform and intelligent network vigorously. China Internet and broadband multi-media networks are currently developing at very fast speed. China has set up various supporting networks and strong high-rate platform for China Internet. The internationally advanced DWDM optic communication technology has been introduced in all the capacity-expansion projects for 12 fiber optic trunk cables. As of end 1998, the total length of trunk fiber optic lines for long distance and local networks totaled 680,000km, of which 170,000km for long distance. China communication network is able to provide huge information channels and reliable communication platforms for the state economic information networks. China has built up a public multimedia communications network, and 155 MHz broadband ATM backbone network has been in place which links up all the provincial capitals.
3.2
Public Switched Telephone Network (PSTN)

China PSTN structure is composed of three level networks. No.1 level network is the nationwide backbone network from the capital Beijing to all the provincial capitals and 4 municipalities. No.2 level network refers to all the intra-province backbone networks reaching to their prefecture-level cities. No.3 level network is composed of all local networks (322 local networks in total) from prefecture-level cities down to county towns and many rural administrative villages. China’s PSTN network scale stands at the second largest in the world, with total switching capacity of 160 million lines.

3.3
China Internet network

Starting from 1995, ChinaNet and China Golden Bridge Network (GBN) can directly get access to the international gateway to provide commercial services. At present, 6 major Internet networks’ commercial business operations have been approved by the State Council in China: ChinaNet, Cernet (China Education and Research Network),CHINAGBN and CSTNet (China Science & Technology Network), UNINET and CNCNet Statistics announced on January 19, 2000 show that China overall international gateway capacity for Internet services has reached 351Mb/s, connecting to the United States, Canada, Australia, UK, Germany, France, Japan and Korea etc. ChinaNet is the largest Internet operated by China Telecom with the capacity of 291Mb/s, and CHINAGBN with 22Mb/s, UNINET with 20Mb/s, CSTNET with 10Mb/s and CERNET with 8Mb/s respectively. And the Internet customers in China have been growing rapidly from 100,000 at the end of 1996 up to 8.90 million by the end of 1999, and this figure is expected to reach 32 million by 2002. As of the end of 1999, over 300 Internet service providers (ISP) have operated Internet services in China. 48,695 registered domain names, 15,153 WWW. Sites and 2300 registered web sites of governments at various levels have been used in China Internet business, with 3.50 million computers access to China Internet network.. The four communication corporations (China Telecom, China Unicom, Jitong Communications Corporation and China Netcom Corporation) have been approved by the State Council to offer various Internet and IP phone services etc.
3.4
Toll trunk transmission networks

China’s toll transmission network is currently divided into two classes: interprovincial trunk network and intraprovincial toll transmission network, having several characteristics as follows:

· The transition from analogue transmission system to digital transmission system has mainly been completed. Both high-capacity transmission system and digital transmission system for toll service circuits account for over 99%, the analogue to digital transition has in the main been completed;

· The structure of network is changing, the interprovincial trunk network is in transition from tree-type network to grid network, while intraprovincial ring-type or linear-type digital two level trunks have been built up in some regions;

· During the “Eighth Five Year Plan” period, PDH systems were vigorously developed both in interprovincial network and intraprovincial network, thus formed the toll transmission network with PDH equipment as main body. During the “Ninth Five Year Plan” period, SDH systems have been launched into operation in a large scale. SDH and PDH systems are compatible and coexisting by the year 2000. In order to facilitate the toll transmission network’s transition from PDH to SDH, the expansion of fiber optic cable systems, upgrading and updating of equipment will progressively deploy  SDH equipment, except for those PDH systems used on already laid optical cables and already commissioned PDH equipment.

Due to the uniform construction of optic-optic toll trunk cable networks in China, over 90% of prefectures and cities will be served by fiber optic trunk cable network, and SDH target network will ultimately form the three-level structure, Level one and Level two toll trunk networks will be combined into a single toll backbone transmission network. 

In order to enhance the security of network, China’s toll trunk transmission network will utilize many kinds of communication means with fiber optic cables as main means and satellite and digital microwave systems as auxiliary means. 

By the end of 1998, China had basically completed the 8 vertical and 8 horizontal fiber-optic trunk lines linking 31 provinces, municipalities and autonomous regions nation-wide. The total length of fiber-optic cable lines in China has reached 1 million kilometers, among which 0.2 million kilometer long distance fiber-optic trunk lines and 5000 kilometer long distance fiber-optic trunk lines built by Unicom. SDH network has reached 31 cities above the provincial capital level, and intra-province SDH networks also begin to take shape. Seven digital SDH microwave trunk projects were completed in 1998. The total length of fiber-optic cables has reached 949,632 Km sheath kilometers by the end of 1999. The total length of digital microwave links has reached 69,000 kilometers by the end of 1999.

3.5
Digital synchronization networks

The digital synchronization network of China Telecom consists of the HSTPs, LPRs and BITSs. The first and second phases of such network construction project have been completed, thus 31 provincial capital cities have built up their synchronization networks respectively, and the intra-provincial synchronization networks have begun to take shape.
3.6
Intelligent networks

China has its international intelligent network (IN) with 3 new international gateway exchanges for normal international telecom services and international IN services. China has combined its international IN network and domestic IN network. China’s national IN network consists of SSPs, SCPs, a SMP and a SCEP. China’s provincial IN networks have also been established in all the provinces and autonomous regions except Tibet.
3.7
Access networks

The majority of the access networks in China use local copper twisted pairs, and a few metropolis also employ a small amount of optic-optic subscribers for supporting digital subscriber loop carrier (SLC) systems. Since the latter half of 1990s, especially from 1998 on, China has made a huge progress in the application of FTTC, FTTB and FTTH. The application of optic-optic cables in access network has made a great headway in big and medium-sized cities and economically developed regions so as to promote informatisation of national economy and video communications. Beijing, Shanghai and Guangzhou are the model cases in point. For example, the application of FTTC and FTTB has also made a great progress in the telecommunication access networks. China has adopted advanced fixed ADSL or N-ISDN solutions, IP network, LANs and wireless access solutions (WLL) in local access networks. China has been vigorously accelerating FTTC, FTTB, FTTO and FTTZ construction with SDH and PON as the main transmission means in recent years and the years to come. 

4
DEVELOPMENT TARGETS OF CHINA’S TELECOMMUNICATION UNDERTAKING

4.1
Main targets for telecom industry development in the year 2000

Total turnover of telecommunication services: 260 billion yuan (RMB), up 21%

Total capacity of newly added fixed telephone switches: 20 million lines

Number of newly added fixed telephone subscribers: 18.50 million 

Number of newly added mobile communication subscribers: 25 million

Number of newly added data and multimedia communication subscribers: 7.1 million

Penetration rate of national telephones: 16 telephones/100 persons

Penetration rate of urban telephones: 29 telephones/100 persons

Percentage of administrative villages enjoying phone access service: 85 %

Production output of China-made SPC switches: 21 million lines

Production output of China-made mobile communication switches: 25 million lines

Number of China-made mobile handsets: 37 million.

_______
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Figure 2.8.1.  Service types Tof telecommunication service types
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� The term “Specialised Resource Point” (SRP) is preferred to “Intelligent Peripheral” (IP) because of the latter’s ambiguous abbreviation in an Internet context.


� Connection oriented�:  An information transfer mode in which a connection is established between end users before information is transferred. 


Connectionless�:  An information transfer mode in which blocks of data to be transferred are individually addressed and routed to their destination. Compare with connection oriented.


� The term “Internet” refers to the public access, best-effort, non-managed IP Network (the ‘World Wide Web’), while the term “IP Network” will be used for all managed and non-managed private and public IP infrastructure.
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