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Abstract – In this paper, an energy ef icient task of loading mechanism in a Multiaccess Edge Computing (MEC) environ‑
ment is introduced, based on the principles of contract theory. The technology of Recon igurable Intelligent Surfaces (RISs)
is adopted and serves as the enabler for energy ef icient task of loading, from the perspective of location‑awareness and im‑
proved communication environment. Initially a novel positioning, navigation, and timing solution is designed, based on the
RIS technology and an arti icial intelligent method that selects a set of RISs to perform the multilateration technique and
determine the Internet of Things (IoT) nodes’ positions in an ef icient and accurate manner is introduced. Being aware of
the nodes’ positions, a maximization problem of the nodes’ sum received signal strength at the MEC server where the nodes
of load their computing tasks is formulated and solved, determining each RIS element’s optimal phase shifts. Capitalizing on
these enhancements, a contract‑theoretic task of loading mechanism is devised enabling the MEC server to incentivize the
IoT nodes to of load their tasks to it for further processing in an energy ef icient manner, while accounting for the improved
nodes’ communications and computing characteristics. The performance evaluation of the proposed framework is obtained
via modeling and simulation under different operation scenarios.

Keywords – Edge computing, energy ef iciency, positioning, navigation, and timing solution, recon igurable intelligent
surfaces, task of loading

1. INTRODUCTION

In the forthcoming 6G networks, the number of Internet
of Things (IoT) devices and their generated data will ex‑
perience a phenomenal growth, calling for a green com‑
munication solution and high‑performance low‑latency
computing services. Towards supporting the comput‑
ing needs of the next generation IoT devices, the Multi‑
access Edge Computing (MEC) technology has emerged
as a promising paradigm [1], providing computing re‑
sources at the edge of a wireless network by incorporat‑
ing MEC servers at the next generation Node Bs (gNBs)
[2]. The IoT devices can partially or fully of load their
computing tasks to the edge servers in order to further
process them, while considering their latency and energy
constraints [3]. This way they manage to increase their
computing capabilities and services theymay support, by
migrating computation to more resourceful devices, lo‑
cated nearby, such as edge nodes, fog nodes, base sta‑
tions or access points. At the same time, the recent intro‑
duction of Recon igurable Intelligent Surface (RIS) tech‑
nology, provides the vehicle for realizing energy ef icient
communication in next generation wireless networks [4,
5]. The RISs are constructed based on engineered meta‑
materials and they appropriately re lect the multipath
propagated signal via creating a constructive beam, thus,
enabling the software‑based control of the signals’ elec‑
tromagnetic properties [6]. Hence, by optimally control‑

ling the phase shifts of the RIS elements, the overall 
received signal strength can be improved, resulting in 
superior energy ef iciency [7, 8]. Last, but not least, in 
order to exploit the advantages of the aforementioned 
emerging technologies at their full potential, in 
supporting various applications with different 
communications and computing requirements, accurate 
and cost ef icient positioning, navigation and timing 
services are required [9].

In this paper, we design a RIS‑enabled location‑aware 
task of loading mechanism in edge computing environ‑ 
ments. In particular, we initially introduce a RIS‑based 
positioning, navigation, and timing solution enabling the 
IoT devices to accurately determine their position in a 
real‑time manner under scenarios of Global Positioning 
System (GPS) denial [10]. Based on the IoT devices’ ac‑ 
curate positioning, we design a contract‑theoretic task 
of loading mechanism to support the IoT devices’ green 
computing. Throughout this process we determine the 
RIS elements’ optimal phase shifts to realize the energy 
ef icient communication and computing in the system.

1.1 Related work
Several recent research works have focused on the com‑ 
munications ield studying the use of RISs to improve the 
system’s energy ef icient communication. In [11], the 
ground‑to‑air RIS‑assisted links are optimized by 
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appropriately controlling the RIS elements’ phase shifts in 
order to maximize the coverage and reliability of the 
considered Unmanned Aerial Vehicles (UAVs) 
communications system. Towards jointly optimizing 
the beamforming construction at the RIS elements, a 
fractional programming approach is introduced in [12]. 
The authors optimize the beamforming to maximize the 
uplink sum rate of all the users, and they examine the 
problem under perfect and imperfect channel state 
information. A similar approach is proposed in [13] 
focusing on maximizing the users’ downlink sum rate 
while considering a multiple‑ input single‑output 
communication system. Moreover, focusing on the 
downlink communication, a joint optimization of the 
transmit power allocation and the RIS el‑ ements’ phase 
shifts to maximize the overall system’s energy ef iciency 
is introduced in [14].

The research on the RISs’ bene its in terms of 
improving the system’s energy ef iciency has been 
extended by jointly examining the computing and 
communication characteristics of the system. The 
problem of minimizing the users’ sum energy 
consumption is studied in [15] by jointly optimizing 
the users’ transmission power and time, decoding order, 
amount of data of loaded to a single MEC server, and 
the RIS elements’ phase shifts. Similarly, in [16, 17], the 
authors maximize the total amount of processed data by 
a MEC server, by further optimizing the received 
beamforming vectors by the MEC server and the users’ 
energy partition among the local data processing on their 
devices and of loading data to the MEC server. Towards 
improving the overall MEC system’s computing 
capability, the wireless powered technology is adopted in 
[18]. The authors introduce a scheduling mechanism by 
jointly optimizing the users’ task of loading decisions, the 
RIS elements’ phase shifts, and the users’ energy 
harvesting time.

However, all the aforementioned approaches make the 
fundamental assumption that the IoT nodes, know their 
exact position while deciding their optimal task of load‑ 
ing strategy and their corresponding transmission power. 
This assumption is often quite unrealistic and optimistic, 
as the Global Navigation Satellite System (GNSS)‑based 
Positioning, Navigation, and Timing (PNT) services 
suffer from limited availability in indoor environments 
[19], instability due to satellite signals interference, 
jamming, and spoo ing [20]. Towards alleviating the 
burden of GPS denial, several ground‑based PNT 
solutions have been introduced, such as the pseudolites 
and Locata systems [21], the distance measuring 
equipment networks [22], and the passive wide area 
multilateration technology [23]. The common 
characteristic of these PNT solutions is the utilization 
of at least four signals stemming from the ground base 
stations and the multilateration method to determine 
the target’s (IoT nodes) position. The RIS technology 
has been recently used as a promising alternative to 
determine the gNBs’ position, taking into account that 

the aforementioned ground-based solutions suffer from 
high infrastructure costs and limited coverage [24].

1.2 Contributions and outline
In this paper, a location‑aware task of loading mecha‑ 
nism is introduced based on the principles of contract 
theory and utilizing the RIS technology. Initially, a novel 
PNT solution is proposed based on the RIS technology 
and an arti icial intelligent method to select a set of RISs 
to perform the multilateration technique and determine 
the IoT nodes’ positions in an accurate manner. Given 
the IoT nodes’ positions, a maximization problem of the 
nodes’ sum received signal strength at a MEC server, 
when the nodes of load their computing tasks to it, is for‑ 
mulated and solved via determining each RIS elements’ 
optimal phase shifts, thus, introducing an energy ef icient 
data transmission process. Towards further improving 
the system’s energy ef iciency, a contract‑theoretic task 
of loading mechanism is introduced enabling the MEC 
server to incentivize the IoT nodes to of load their com‑ 
puting tasks to it for further processing in an energy ef i‑ 
cient manner, while accounting for the nodes’ communi‑ 
cations and computing characteristics. The main contri‑ 
butions of this research work are summarized below.

1. A multi‑IoT nodes single‑MEC server integrated
communications and computing environment
enabled by multiple RISs is considered. A novel
ground‑based PNT solution is introduced to
accurately determine the IoT nodes’ position.
Speci ically, a reinforcement learning framework is
proposed to enable each IoT node to select three
RISs from the available ones in its environment for
facilitating the realization of the PNT service, while
the multilateration technique is adopted to
determine the nodes’ position in a distributed
manner.

2. Each RIS’s elements’ phase shifts are optimized in
order to maximize the nodes’ sum received signal
strength during the nodes task of loading process.
This approach can result in decreasing the nodes’
uplink transmission power, thus, improving the sys‑ 
tem’s energy ef icient operation.

3. A novel contract‑theoretic task of loading mecha‑ 
nism is introduced accounting for the nodes’ commu‑ 
nications and computing characteristics. The latter
ones de ine each node’s type, which is of a continu‑ 
ous nature and the node’s effort in terms of of load‑ 
ing its computing tasks to the MEC server in an en‑ 
ergy ef icient manner. The MEC server offers person‑ 
alized rewards to the nodes in order to incentivize
their energy ef icient operation. The realistic
scenario of incomplete information of the nodes’
types from the MEC server’s perspective is studied.

The remainder of this paper is organized as follows. 
Section 2 presents the system model and an overview
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Table 1 – Summary of key notations

Notation Description
𝑁 = {1, … , 𝑛, … , |𝑁|} Set of nodes
ℛ = {ℛ1, … , ℛ𝑟, … , ℛ|ℛ|} Set of RISs
𝔯𝑛 = (𝑥𝑛, 𝑦𝑛, 𝑧𝑛) Node’s coordinates
𝑑𝑛,𝑔𝑁𝐵 [m] Node’s distance from the MEC server
𝐴𝑛 Node’s computing task
𝐵𝑛 [bits] Node’s task’s bits
𝜙𝑛 [CPU Cycles/bits] Node’s task’s computing intensity
𝐶𝑛 [CPU Cycles] Node’s task’s number of CPU Cycles
𝑃𝑛 [Watts] Node’s uplink transmission power
𝑃𝑟𝐿𝑜𝑆 probability of LoS communication
𝔯𝑔𝑁𝐵 =
(𝑥𝑔𝑁𝐵, 𝑦𝑔𝑁𝐵, 𝑧𝑔𝑁𝐵)

gNB/MEC server’s coordinates

𝛼, 𝛽 ∈ ℝ+ Positive constants depending on the
communication environment

𝑓𝑐 [Hz] Carrier frequency
𝜃 [rad] Elevation angle
𝒫𝐿𝑜𝑆, 𝒫𝑁𝐿𝑜𝑆 Path loss in the LoS and NLoS communi‑

cation scenarios
𝜂𝐿𝑜𝑆, 𝜂𝑁𝐿𝑜𝑆[dB] Excessive path loss exponents in the LoS

and NLoS communication scenarios
𝑐 [m/s] Speed of light
𝛾 ∈ ℝ+ Path loss exponent depending on the

communication environment
𝒫 Overall expected path loss
ℰ = {1, … , 𝑒, … , |ℰ|} Set of RIS’s elements
𝜔𝑒 ∈ [0, 2𝜋) Element’s phase shift
Ω𝑟 = 𝑑𝑖𝑎𝑔(𝑒𝑗𝜔1 , … , 𝑒𝑗𝜔|ℰ| ) RIS’s diagonal re lection matrix
𝑔𝑛,𝑔𝑁𝐵 Channel gain of the direct communica‑

tion link between the IoT node 𝑛 and the
gNB/MEC server

̃𝑔 Random variable
g𝑛,𝑟 Channel gain of the link between the IoT

node 𝑛 and each RIS 𝑟
𝜁 Path loss among the node 𝑛 and the RIS

ℛ𝑟 at the reference point of 1m
𝑑𝑛,𝑟 Distance among the node𝑛 and the RIS 𝑟
𝜆[𝑚] Carrier signal’s wavelength
𝛿 Antenna separation
𝜙𝑛,𝑟 Cosine of the arrival angle of the node’s𝑛

transmitted signal at the RIS 𝑟
g𝑟,𝑔𝑁𝐵 Channel gain of the linkbetweeneachRIS

ℛ𝑟 and the gNB/MEC server
𝜅 Rician factor
𝐺𝑛 Total channel gain
R𝑛 Node’s data rate
𝑊[𝐻𝑧] System’s bandwidth
𝐼0 Power of the Additive White Gaussian

Noise

of the proposed framework. Section 3 introduces 
the RIS‑enabled PNT solution, while Section 4 
determines the RIS elements’ optimal phase shifts 
to support the system’s energy ef icient 
operation. Section 5 designs and analyzes the 
proposed contract‑theoretic task of loading 
mechanism, while Section 6 presents a detailed 
performance evaluation of the overall proposed 
framework. Finally, Section 7 concludes the paper.

2. SYSTEM MODEL AND FRAMEWORK
OVERVIEW

2.1 RIS‑enabled integrated communications
and computing

We consider a multi‑IoT nodes single‑MEC server in‑
tegrated communications and computing environment
consisting of multiple RISs supporting both the PNT
services and the energy ef icient task of loading pro‑
cess. An overview of the considered environment is
presented in Fig. 1. The set of nodes is denoted as

Table 2 – Summary of key notations (cont.)

Notation Description
𝒮 = {𝑠1, … , 𝑠𝑠, … , 𝑠|𝒮|} Set of possible RISs strategies
𝐺𝐷𝑂𝑃(𝑠𝑠) Node’s Geometric Dilution of Precision
𝑓(𝑠𝑠) Node’s reward
𝑃 Node’s strategy selection probability
𝜇1, 𝜇2 ∈ [0, 1] Learning parameters
Δ𝑡 gNB’s and the node’s time clock offsets
𝒥(𝑖𝑡𝑒′), ℛ𝑒𝑠(𝑖′) Jacobian and Residual matrices
𝑡𝑛 IoT node’s type
𝑓(𝑡) Probability density function of nodes’

types
𝑞(𝑡𝑛) IoT node’s effort
𝑟(𝑡𝑛) IoT node’s reward
𝑈𝑛 IoT node’s utility function
𝔠 ∈ ℝ+ IoT node’s cost
𝔢(𝑟(𝑡𝑛)) Evaluation function
𝑈𝑀𝐸𝐶 MEC server’s utility function
c ∈ ℝ+ MEC server’s cost

𝑁 = {1, … , 𝑛, … , |𝑁|}, and the set of RISs is ℛ =
{ℛ1, … , ℛ𝑟, … , ℛ|ℛ|}. The MEC server is attached to
the gNB. Each node has unknown coordinates 𝔯𝑛 =
(𝑥𝑛, 𝑦𝑛, 𝑧𝑛) and its corresponding distance from the MEC
server is 𝑑𝑛,𝑔𝑁𝐵 [m]. Also, each IoT node has a com‑
puting task 𝐴𝑛 = (𝐵𝑛, 𝐶𝑛, 𝜙𝑛) that needs to process,
where 𝐵𝑛 [bits] denotes the total task’s bits, 𝜙𝑛 [CPU Cy‑
cles/bits] represents the computing task’s intensity, and
𝐶𝑛 = 𝜙𝑛 ⋅ 𝐵𝑛 [CPU Cycles] is the number of CPU cycles
in order for the computing task 𝐴𝑛 to be executed. Each
IoT node can fully of load its computing task to the MEC
server for further processing in order to save its battery
from locally executing its task. For the purposes of of‑
loading, the node needs to wirelessly transmit its data
with uplink transmission power 𝑃𝑛 [Watts]. The key no‑
tation used in the paper is summarized in tables 1 and 2.

During thenodes’ task of loading, thenodes canhaveboth
Line of Sight (LoS) communication with the MEC server
and non‑LoS (NLoS) communication due to the signals’
re lections on the RISs. The probability of LoS commu‑
nication is:

𝑃 𝑟𝐿𝑜𝑆(𝑧𝑔𝑁𝐵, 𝑑𝑛,𝑔𝑁𝐵) = 1
1 + 𝛼𝑒−𝛽(𝜃−𝛼) , (1)

where 𝔯𝑔𝑁𝐵 = (𝑥𝑔𝑁𝐵, 𝑦𝑔𝑁𝐵, 𝑧𝑔𝑁𝐵) are the gNB/MEC
server’s coordinates, 𝛼, 𝛽 ∈ ℝ+ are positive constants
depending on the communication environment, e.g., ur‑
ban, rural, and the carrier frequency 𝑓𝑐[𝐻𝑧] and 𝜃 =
180
𝜋 𝑠𝑖𝑛−1( 𝑧𝑔𝑁𝐵

𝑑𝑛,𝑔𝑁𝐵
)[𝑟𝑎𝑑] denotes the elevation angle be‑

tween the node and the gNB/MEC server. The corre‑
sponding path loss in the LoS (Eq. (2)) and NLoS (Eq. (3))
communication scenarios are derived as follows:

𝒫𝐿𝑜𝑆(𝑑𝑛,𝑔𝑁𝐵) = 𝜂𝐿𝑜𝑆(4𝜋𝑓𝑐𝑑𝑛,𝑔𝑁𝐵
𝑐 )𝛾, (2)

𝒫𝑁𝐿𝑜𝑆(𝑑𝑛,𝑔𝑁𝐵) = 𝜂𝑁𝐿𝑜𝑆(4𝜋𝑓𝑐𝑑𝑛,𝑔𝑁𝐵
𝑐 )𝛾, (3)

where 𝜂𝐿𝑜𝑆, 𝜂𝑁𝐿𝑜𝑆[𝑑𝐵] denote the excessive path loss ex‑
ponents, with 𝜂𝑁𝐿𝑜𝑆 > 𝜂𝐿𝑜𝑆 > 1, 𝑐[𝑚/𝑠] is the speed
of light, and 𝛾 ∈ ℝ+ captures the path loss exponent de‑
pending on the communication environment. Based on
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Eq. (1)‑(3), the overall expected path loss is derived as 
follows:

𝒫(𝑧𝑔𝑁𝐵, 𝑑𝑛,𝑔𝑁𝐵) = 𝑃 𝑟𝐿𝑜𝑆𝒫𝐿𝑜𝑆 + (1 − 𝑃 𝑟𝐿𝑜𝑆)𝒫𝑁𝐿𝑜𝑆
(4) 

Each RIS consists of a uniform linear array with ℰ = {1, 
… , 𝑒, … , |ℰ|} re lecting elements and 𝜔𝑒 ∈ [0, 2𝜋) 
denotes each element’s phase shift of the re lection. Also, 
we consider that the amplitude of the re lection 
coef icient is 1 and the RIS is placed at a height 𝑧𝑟[𝑚].  
For each RIS 𝑟,  the corresponding diagonal re lection 
matrix is Ω𝑟 = 𝑑𝑖𝑎𝑔(𝑒𝑗𝜔1 , … , 𝑒𝑗𝜔|ℰ| ) and the irst RIS 
element acts as the reference point for the rest of the 
calculations. Also, we consider that all the deployed RISs 
have the same structure.

Based on Eq. (4), we can determine the channel gain 
𝑔𝑛,𝑔𝑁𝐵 of the direct communication link between the IoT 
node 𝑛 and the gNB/MEC server as follows:

𝑔𝑛,𝑔𝑁𝐵 = √ 1
𝒫(𝑧𝑔𝑁𝐵, 𝑑𝑛,𝑔𝑁𝐵) ⋅ ̃𝑔, (5)

where ̃𝑔 ∽ 𝒞𝒩(0, 1) is a random variable following the
complex Gaussian distribution with 𝑚 ̃𝑔 = 0 and 𝜎2

̃𝑔 = 1
and it captures the transmitted signal’s scattering.

Focusing on the link between the IoT node and each RIS
𝑟, the channel gain coef icient is derived as follows:

g𝑛,𝑟 = √ 1
𝒫𝑛,𝑟

[1, 𝑒−𝑗 2𝜋
𝜆 𝛿𝜙𝑛,𝑟 , … , 𝑒−𝑗 2𝜋

𝜆 (|ℰ|−1)𝛿𝜙𝑛,𝑟 ]𝑇 , (6)

where g𝑛,𝑟 ∈ ℂ|ℰ|×1, 𝒫𝑛,𝑟 = 𝜁(𝑑𝑛,𝑟)𝛾′ , 𝜁 is the path loss
among the node 𝑛 and the RIS ℛ𝑟 at the reference point
of 1m, 𝑑𝑛,𝑟 is the distance among the node 𝑛 and the RIS
𝑟, 𝜆[𝑚] is the carrier signal’s wavelength, 𝛿 is the antenna
separation, and 𝜙𝑛,𝑟 represents the cosine of the arrival
angle of the node’s 𝑛 transmitted signal at the RIS 𝑟.

Focusing on the communication between eachRISℛ𝑟 and
the gNB/MEC server, the channel gain g𝑟,𝑔𝑁𝐵 ∈ ℂ|ℰ|×1 is:

g𝑟,𝑔𝑁𝐵 = √ 1
𝒫𝑟,𝑔𝑁𝐵

(√ 𝜅
1 + 𝜅g

𝐿𝑜𝑆
𝑟,𝑔𝑁𝐵 + √ 1

1 + 𝜅g
𝑁𝐿𝑜𝑆
𝑟,𝑔𝑁𝐵),

(7)
where 𝒫𝑟,𝑔𝑁𝐵 = 𝒫(𝑧𝑔𝑁𝐵 − 𝑧𝑟, 𝑑𝑟,𝑔𝑁𝐵) denotes the
path loss of the link, 𝜅 represents the Rician factor and
g𝐿𝑜𝑆

𝑟,𝑔𝑁𝐵 = [1, 𝑒−𝑗 2𝜋
𝜆 𝛿𝜙𝑟,𝑔𝑁𝐵 , … , 𝑒−𝑗 2𝜋

𝜆 (|ℰ|−1)𝛿𝜙𝑟,𝑔𝑁𝐵 ]𝑇 and
g𝑁𝐿𝑜𝑆

𝑟,𝑔𝑁𝐵 ∽ 𝒞𝒩(0, 1) capture the LoS and the NLoS compo‑
nents, respectively, with 𝜙𝑟,𝑔𝑁𝐵 representing the cosine
of the signals departure angle.

Fig. 1 – Overview of the RIS‑enabled integrated communications and
computing environment.

Combining all the above, we can derive the total channel
gain as follows:

𝐺𝑛 = |𝑔𝑛,𝑔𝑁𝐵 + ∑
∀𝑟∈ℛ

g𝐻
𝑟,𝑔𝑁𝐵Ω𝑟g𝑛,𝑟|2. (8)

Without loss of generality, we consider 𝐺1 ≤ ⋯ ≤ 𝐺𝑛 ≤
⋯ ≤ 𝐺|𝑁|. The Non‑Orthogonal Multiple Access (NOMA)
technique is adopted to facilitate the IoT node to of load
its computing task’s data to the MEC server, while ensur‑
ing high bandwidth utilization ef iciency. Also, the Suc‑
cessive Interference Cancellation (SIC) technique is ap‑
plied at the receiver to further mitigate the interference
sensed by each node [25]. Thus, each node’s achieved
data rate is:

R𝑛 = 𝑊 log2(1 + 𝐺𝑛𝑃𝑛
𝑛−1
∑

𝑛′=1
𝐺𝑛′𝑃𝑛′ + 𝐼0

)[𝑏𝑝𝑠], (9)

where 𝑊 [𝐻𝑧] is the system’s bandwidth, and 𝐼0 is power 
of the Additive White Gaussian Noise (AWGN).

2.2 Overview of location‑aware task 
offloading framework

In the following, we provide an overall overview of the
proposed location‑aware task of loading framework, by
presenting each component, while also highlighting their
interactions and the information and control low among
thedifferent components. The irst twomain components
serve as the enablers for the energy ef icient task of load‑
ing, from the perspective of location‑awareness and im‑
proved communication environment. Those two compo‑
nents provide input to the third one in order to perform
the sophisticated decision‑making of the energy ef icient
task of loading process.

Initially, an arti icial intelligent method is introduced
based on a Reinforcement Learning (RL) model and the
RIS technology, to enable each IoT node to accurately de‑
termine its position. It is noted that at least four signals
are needed in order to accurately predict a node’s posi‑
tion. Speci ically, each node selects a set of three RISs
based on a low‑complexity RL model. Then, based on the
signal stemming from the gNB and the re lected signals
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on the three selected RISs, each node determines its 
position in a distributed manner following a Least 
Square Algorithm [26]. Thus, each node can also 
determine its distance from the gNB/MEC server. 
Second, the optimal phase shifts of each RIS’s elements 
are determined aiming at maximizing the total received 
signal strength from the nodes, thus partially 
controlling the radio propagation conditions. This 
approach enables the nodes to ultimately decrease their 
uplink transmission power, thus, contributing to the 
energy ef icient transmission of the node’s data to the 
MEC server for further processing. Third, a 
contract‑theoretic task of loading framework is 
developed enabling the MEC server to provide 
personalized rewards to the nodes in order to of load 
their data to it, instead of consuming their limited energy 
for processing them locally on their devices. The MEC 
server learns the nodes’ communications and 
computing characteristics, while interacting with them, 
in order to provide optimal rewards following the 
principles of contract theory. The optimal effort of the 
nodes, consisting of their optimal uplink transmission 
power, and their of loaded data to the MEC server, is 
also determined. In the following sections, a detailed 
analysis of the components’ operation is provided.

3. RIS‑ENABLED PNT SERVICES

In this section, we introduce a novel PNT solution to 
enable each node to distributedly and accurately 
determine its position. Four signals are needed to perform 
the multilateration and determine the node’s position. One 
signal stems from the gNB’s periodic transmissions, while 
the rest of the three signals can be derived by the re lected 
signals at three strategically selected RISs by the IoT node. 
An indicator that quanti ies the node’s accurate position 
calculation is the Geometric Dilution of Precision (GDOP). 
The GDOP indicates the success of the RISs’ geometric 
constellation to accurately determine the node’s position, 
while a low 𝐺𝐷𝑂𝑃 value concludes to better ac‑ curacy. 
Based on the existing literature, the lowest re‑ ported 
𝐺𝐷𝑂𝑃 value is 1.5811,  as derived by the GNSS with four 
satellites [27].

The set of possible RISs strategies is denoted as 𝒮 =
{𝑠1, … , 𝑠𝑠, … , 𝑠|𝒮|},  where 𝑠𝑠 = {ℛ𝑖, ℛ𝑗, ℛ𝑟}, 𝑖 ≠ 𝑗 ≠ 𝑟, 
ℛ𝑖, ℛ𝑗, ℛ𝑟 ∈ ℛ.  Each node can select a RISs strategy (i.e., 
triplet of RISs), which will result to a corresponding 
𝐺𝐷𝑂𝑃 (𝑠𝑠).  Thus, we de ine the reward that the node 
experiences by selecting a strategy, as: 𝑓(𝑠𝑠) = 𝐺𝐷𝑂𝑃

1.5811
(𝑠𝑠) .

An RL model is introduced based on the gradient ascent 
algorithms to enable each node to autonomously select a 
strategy of three RISs to determine its position. 
Specifically, the IoT nodes act as learning automata and 

𝑃(𝑠(𝑖+1)
𝑠 ) = 𝑃 (𝑠(𝑖)

𝑠 ) + 𝜇1𝑓(𝑠(𝑖)
𝑠 )(1 − 𝑃(𝑠(𝑖)

𝑠 ))
− 𝜇2(1 − 𝑓(𝑠(𝑖)

𝑠 )𝑃 (𝑠(𝑖)
𝑠 ), if 𝑠(𝑖+1)

𝑠 = 𝑠(𝑖)
𝑠 (10)a

𝑃(𝑠(𝑖+1)
𝑠 ) = 𝑃 (𝑠(𝑖)

𝑠 ) − 𝜇1𝑓(𝑠(𝑖)
𝑠 )𝑃 (𝑠(𝑖)

𝑠 )

+ 𝜇2(1 − 𝑓(𝑠(𝑖)
𝑠 ))( 1

|𝒮| − 1 − 𝑃(𝑠(𝑖)
𝑠 )), if 𝑠(𝑖+1)

𝑠 ≠ 𝑠(𝑖)
𝑠

(10)b

where 𝑖 denotes the iteration of the RL algorithm, and
𝜇1, 𝜇2 ∈ [0, 1] are the learning parameters. For large
values of 𝜇1, the node performs extensive exploration of
its available strategies, thus, the RL algorithm converges
slowly. In our approach, we consider 𝜇2 = 0, implement‑
ing the Linear Reward‑Inaction (LRI) algorithm, and en‑
abling the target to probabilistically select the strategy
with the highest reward, without performing an exhaus‑
tive exploration. After convergence of the RL algorithm is
achieved, i.e., when the probability of choosing one strat‑
egy is close to one, the node has determined its RISs se‑
lection. The node’s position is determined following the
Least Square Algorithm (LSA) [26]. Speci ically, each node
can measure the four pseudoranges based on the four re‑
ceived signals from the gNB and the three selected RISs,
as follows:

𝑟𝑔𝑁𝐵,𝑡 = |r𝑡 − r𝑔𝑁𝐵| − Δ𝑡 ⋅ 𝑐 (11)

𝑟𝑔𝑁𝐵,𝑅𝑖,𝑡 = 1𝑔𝑁𝐵,𝑅𝑖 (r𝑅𝑖 − r𝑔𝑁𝐵) +1𝑅𝑖 (r𝑡 − r𝑅𝑖 ) − Δ𝑡 ⋅ 𝑐 (12)

𝑟𝑔𝑁𝐵,𝑅𝑗,𝑡 = 1𝑔𝑁𝐵,𝑅𝑗 (r𝑅𝑗 − r𝑔𝑁𝐵)+1𝑅𝑗 (r𝑡 − r𝑅𝑗 )− Δ𝑡 ⋅ 𝑐 (13)

𝑟𝑔𝑁𝐵,𝑅𝑟,𝑡 = 1𝑔𝑁𝐵,𝑅𝑟 (r𝑅𝑟 −r𝑔𝑁𝐵)+1𝑅𝑟 (r𝑡 −r𝑅𝑟 )−Δ𝑡⋅𝑐 (14)

where Δ𝑡 denotes the gNB’s and the node’s time clock
offsets. We set Eq. (11) ‑ (14) equal to zero and
we derive the corresponding functions ℎ1 − ℎ4, where
the four unknown variables are 𝑥𝑛, 𝑦𝑛, 𝑧𝑛 and Δ𝑡. We
solve the algebraic system and determine the values
𝔯(𝑖′=1)
𝑛 = (𝑥(𝑖′=1)

𝑛 , 𝑦(𝑖′=1)
𝑛 , 𝑧(𝑖′=1)

𝑛 ) and Δ𝑡(𝑖′=1), where
𝑖′ denotes the iteration of the Least Square Algo‑
rithm. Then, we determine the Jacobian (Eq. (15))
and Residual (Eq. (16)) matrices, by setting 𝜁(𝑖𝑡𝑒′) =
(𝑥(𝑖′=1)

𝑛 , 𝑦(𝑖′=1)
𝑛 , 𝑧(𝑖′=1)

𝑛 , Δ𝑡(𝑖′=1)).

𝒥(𝑖𝑡𝑒′) =
⎡
⎢
⎢
⎢
⎢
⎣

𝜕ℎ1
𝜕𝑥𝑛

(𝜁(𝑖′)) 𝜕ℎ1
𝜕𝑦𝑛

(𝜁(𝑖′)) 𝜕ℎ1
𝜕𝑧𝑛

(𝜁(𝑖′)) 𝜕ℎ1
𝜕Δ𝑡 (𝜁(𝑖′))

𝜕ℎ2
𝜕𝑥𝑛

(𝜁(𝑖′)) 𝜕ℎ2
𝜕𝑦𝑛

(𝜁(𝑖′)) 𝜕ℎ2
𝜕𝑧𝑛

(𝜁(𝑖′)) 𝜕ℎ2
𝜕Δ𝑡 (𝜁(𝑖′))

𝜕ℎ3
𝜕𝑥𝑛

(𝜁(𝑖′)) 𝜕ℎ3
𝜕𝑦𝑛

(𝜁(𝑖′)) 𝜕ℎ3
𝜕𝑧𝑛

(𝜁(𝑖′)) 𝜕ℎ3
𝜕Δ𝑡 (𝜁(𝑖′))

𝜕ℎ4
𝜕𝑥𝑛

(𝜁(𝑖′)) 𝜕ℎ4
𝜕𝑦𝑛

(𝜁(𝑖′)) 𝜕ℎ4
𝜕𝑧𝑛

(𝜁(𝑖′)) 𝜕ℎ4
𝜕Δ𝑡 (𝜁(𝑖′))

⎤
⎥
⎥
⎥
⎥
⎦

(15)
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they probabilistically learn to either select the same 
strategy (Eq. (10)a) or a different one (Eq. (10)b) based on 
the received reward.



ℛ𝑒𝑠(𝑖′) =
⎡
⎢
⎢
⎣

ℎ1(𝜁(𝑖′))
ℎ2(𝜁(𝑖′))
ℎ3(𝜁(𝑖′))
ℎ4(𝜁(𝑖′))

⎤
⎥
⎥
⎦

(16)

The nodes’ position and the clock’s offset are de‑
termined by solving the least square problem, as
(Δ𝑥𝑛, Δ𝑦𝑛, Δ𝑧𝑛, Δ(Δ𝑡)) = (𝒥(𝑖′)𝑇 ⋅ 𝒥(𝑖′))−1 ⋅ 𝒥(𝑖′)𝑇 ⋅
ℛ𝑒𝑠(𝑖′) and a new estimate is determined as 𝜁(𝑖′+1) =
(𝑥(𝑖′)

𝑛 +Δ𝑥𝑛, 𝑦(𝑖′)
𝑛 +Δ𝑦𝑛, 𝑧(𝑖′)

𝑛 +Δ𝑧𝑛, Δ𝑡(𝑖′) +Δ(Δ𝑡)). The
LSA is repeated iteratively until the point‑wise difference
of the estimates between two consecutive iterations are
suf iciently small. Based on the inal estimate of 𝜁(𝑖′), the
GDOP value is estimated as 𝐺𝐷𝑂𝑃 = (𝒥(𝑖′)𝑇 ⋅ 𝒥(𝑖′))−1

and provided as input to the RL algorithm to enable the
nodes’ RISs selection.

4. RIS ELEMENTS’ PHASE SHIFTS
OPTIMIZATION

In this section, we study the optimization of the RISs’
phase shifts towards maximizing the overall signal
strength received by the nodes to the gNB, while the sig‑
nals are being re lected at each RIS. We denote as 𝜔𝑟 =
[𝜔1, … , 𝜔𝑒, … , 𝜔|ℰ|] the phase shifts vector of each RIS 𝑟.
Thus, the corresponding optimization problem for the
nodes signals re lected at each RIS is formulated as fol‑
lows:

max
{𝜔𝑟}∀𝑟∈𝑅

|𝑁|
∑
𝑛=1

|𝑔𝑛,𝑔𝑁𝐵 + ∑
∀𝑟∈ℛ

g𝐻
𝑟,𝑔𝑁𝐵Ωg𝑛,𝑟|2 (17)a

s.t. 0 ≤ 𝜔𝑒 < 2𝜋, ∀𝑒 ∈ ℰ (17)b
Towards addressing the optimization problem ((17)a) ‑
((17)b), we set 𝜐𝑒 = 𝑒𝑗𝜔𝑒 , ∀𝑒 ∈ ℰ, and we have the cor‑
responding vector 𝜐𝑟 = [𝜐1, … , 𝜐𝑒, … , 𝜐|ℰ|] ∈ ℂ|ℰ|×1. By
setting ̂g𝐻

𝑛,𝑟 = g𝐻
𝑟,𝑔𝑁𝐵 ⋅𝑑𝑖𝑎𝑔(g𝑛,𝑟) ∈ ℂ1×|ℰ|, we can rewrite

the optimization problem (Eq. (17)a) ‑ ((17)b), as follows.

max
{𝜐𝑟}∀𝑟∈𝑅

|𝑁|
∑
𝑛=1

|𝑔𝑛,𝑔𝑁𝐵 + ∑
∀𝑟∈ℛ

̂g𝐻
𝑛,𝑟𝜐|2 (18)a

s.t. |𝜐𝑒| = 1, ∀𝑒 ∈ ℰ (18)b
It is easily observed that the optimization problem (Eq.
(18)a) ‑ ((18)b) is non‑concave, as both the objective
function (Eq. (18)a) is non‑concave with respect to 𝜐𝑟,
and the constraint (Eq. (18)b) de ines a non‑convex set.
Therefore, in the following analysis, we introduce a low‑
complexity heuristic approach to determine 𝜐𝑟 and corre‑
spondingly the RISs’ phase shifts 𝜔𝑟, ∀𝑟 ∈ ℛ.

Initially, we observe that in a multi‑nodes scenario, the
optimal phase shifts of the RISs elements are in general

different for each transmitting node. Thus, we need to
design a method to determine the optimal phase shifts
that will simultaneously improve the channel gain of all
the nodes. Initially, we consider the simple scenario of
one node residing in the system. In this case, the direct
signal to the gNB should be perfectly aligned with the re‑
lected signals at each RIS’s elements. Thus, we can de‑
rive the optimal phase shifts 𝜔∗

𝑟 for each RIS as follows:
∠𝑔1,𝑔𝑁𝐵 = −∠ ̂g1,𝑟 + ∠𝜐𝑟 ⇔ ∠𝜐𝑟 = ∠𝑔1,𝑔𝑁𝐵 + ∠ ̂g1,𝑟.

Generalizing the above outcome to a multi‑nodes sce‑
nario, and denoting 𝜐(𝑛)

𝑟 = [𝜐(𝑛)
1 , … , 𝜐(𝑛)

𝑒 , … , 𝜐(𝑛)
|ℰ| ] ∈

ℂ|ℰ|×1 for each node, we conclude to the following opti‑
mal outcome for each node 𝑛 that its signal is re lected
to a RIS 𝑟: 𝜐(𝑛)

𝑟 = 𝑒𝑗∠𝑔𝑛,𝑔𝑁𝐵𝑒𝑗∠ ̂g𝑛,𝑟 , ∀𝑛 ∈ 𝑁. We observe
that the optimal phase shifts for each node are different.
Therefore, in order to holistically accommodate all the
nodes’ signals transmission characteristics, we introduce
a weighted summation of their individual 𝜐(𝑛)

𝑟 values, as
follows: 𝜐 = ∑|𝑁|

𝑛=1 𝑤𝑛𝜐(𝑛)
𝑟 , with ∑|𝑁|

𝑛=1 𝑤𝑛 = 1. There‑
fore, the optimization problem (Eq. (18)a) ‑ ((18)b) can
be rewritten as follows:

max
w

|𝑁|
∑
𝑛=1

|𝑔𝑛,𝑔𝑁𝐵 + g𝐻
𝑟,𝑔𝑁𝐵Ωg𝑛,𝑟|2 (19)a

s.t. 0 ≤ 𝑤𝑛 ≤ 1, ∀𝑛 ∈ 𝑁 (19)b
|𝑁|
∑
𝑛=1

𝑤𝑛 = 1. (19)c

where Ω𝑟 = 𝑑𝑖𝑎𝑔(𝑒𝑗∠𝜐) and w = [𝑤1, … , 𝑤𝑛, … , 𝑤|𝑁|].
The optimization problem (Eq. (19)a) ‑ ((19)c) consists of
a non‑negative linear objective function and constraints,
thus, it can be solved based on standard optimization
tools, and the optimal weights w∗ can be determined.
Thus, we can determine the optimal RISs elements’ phase
shifts 𝜔∗

𝑟, ∀𝑟 ∈ ℛ.

5. CONTRACT‑THEORETIC ENERGY
EFFICIENT DATA OFFLOADING

In this section, we introduce a novel contract‑theoretic
task of loadingmechanism to enable the IoTnodes to pro‑
cess their computing tasks in an energy ef icient man‑
ner. Following the principles of contract theory, the MEC
server offers personalized rewards to the nodes, in order
for the latter ones to of load their computing task’s data
to the MEC server in an energy ef icient manner. Each
node is characterized by its personal communications
and computing characteristics. Based on this observa‑
tion, we de ine the IoT node’s 𝑛 type, as 𝑡𝑛 = 𝐺𝑛

𝑑𝑛,𝑔𝑁𝐵
⋅ 𝐵𝑛

𝜙𝑛
.

The physical meaning of the node’s type re lects the po‑
tential of the node to of load a large amount of data to
the MEC server in an energy ef icient manner, i.e., with
low transmission power levels. A large value of the node’s
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type represents a node that is close to the MEC server, is
characterized by improved channel gain, and can of load a
large amount of non‑computationally intensive data. For
presentation purposes, we map the node’s type in the in‑
terval 𝑡𝑛 ∈ [0, 1].

The nodes’ types are private information and the MEC
server estimates them probabilistically (incomplete in‑
formation) via a Probability Density Function (PDF) 𝑓(𝑡),
with cumulative distribution function 𝐹(𝑡). The MEC
server’s PDF can be derived and dynamically adapted
based on the MEC server’s interactions with the nodes.
In contrast, in a benchmarking scenario, the MEC server
deterministically knows the nodes’ types. Considering
the energy ef icient operation of the system, each node
should of load its data with low transmission power not
only to save its own energy, but also to avoid increasing
the interference. Also, each node should be incentivized
to of load its computing task’s data to avoid processing
them locally and consuming its device’s energy. Thus, we
de ine the effort 𝑞(𝑡𝑛) that each node can contribute to
the energy ef icient operation of the system as 𝐵𝑛

𝑃𝑛
, and by

making the mapping [0, 𝐵𝑛
𝑃𝑛

] → [0, 1], ∀𝑛 ∈ 𝑁 , we have
𝑞(𝑡𝑛) ∈ [0, 1]. It is noted that the node’s effort 𝑞(𝑡𝑛) is a
strictly increasing function of its type, as a node with im‑
proved communications and favorable computing char‑
acteristics (e.g., low computationally intensive data) can
contribute more to the system’s energy ef icient opera‑
tion.

The MEC server aims to incentivize the IoT nodes to op‑
erate in an energy ef icient manner by providing person‑
alized rewards accounting for their communications and
computing characteristics. The personalized rewards are
de ined as 𝑟(𝑡𝑛) = 𝑡𝑛 ⋅ 𝑞(𝑡𝑛), and depend on the node’s
type and its corresponding provided effort 𝑞(𝑡𝑛) to the
energy ef icient operation of the system. It is noted that
in a real‑life implementation the rewards can be mapped
to correspondingly proportional computing capacity that
the MEC server allocates to the nodes in order to re‑
motely process their computing tasks’ data. Therefore,
each node’s utility fromof loading and processing its data
at the MEC server is derived as follows.

𝑈𝑛(𝑡𝑛, 𝑞(𝑡𝑛), 𝑟(𝑡𝑛)) = 𝑡𝑛𝔢(𝑟(𝑡𝑛)) − 𝔠 ⋅ 𝑞(𝑡𝑛) (20)

where 𝔠 ∈ ℝ+ denotes the nodes’ cost to provide their 
effort 𝑞(𝑡𝑛) and 𝔢(𝑟(𝑡𝑛)) denotes the nodes’ evaluation 
function in terms of assessing the received rewards from 
the MEC server. The evaluation function is concave and 
strictly increasing with respect to the reward capturing 
the increasing satisfaction of the nodes from receiving a 
higher reward. Thus, the node’s utility re lects the node’s 
overall satisfaction accounting for its invested effort and 
the received rewards.

Focusing on the MEC server’s benefits, (and 
respectively, the benefits of the service provider), 

 the MEC server’s utility can be structured as follows.

𝑈𝑀𝐸𝐶(t) = ∫
1

0
𝑓(𝑡)[𝑞(𝑡) − c𝑟(𝑡)]𝑑𝑡 (21)

where c ∈ ℝ+ denotes the MEC server’s cost to provide
the rewards and t = {𝑡𝑛}∀𝑛∈𝑁 . The physical meaning 
of the MEC server’s utility is its (unitless) pro it/bene it 
from incentivizing the nodes to operate in an energy ef i‑ 
cient manner. The MEC server probabilistically estimates 
the nodes’ types based on the PDF 𝑓(𝑡), thus, the nodes’ 
indices are omitted in Eq. (21).

Towards determining the nodes’ optimal effort and 
rewards, the principles of contract theory are adopted 
[28]. The MEC server provides a personalized contract 
{𝑟(𝑡𝑛), 𝑞(𝑡𝑛)} to each node, considering each node’s in‑ 
vested effort 𝑞(𝑡𝑛). The provided contract should respect 
the conditions of Individual Rationality (IR) and Incentive 
Compatibility (IC) in order to be feasible and accepted by 
each node.

De inition 1. Each IoT node’s utility should be non‑ 
negative, i.e., 𝑈𝑛(𝑡𝑛, 𝑞∗(𝑡𝑛), 𝑟∗(𝑡𝑛)) ≥ 0 for the optimal 
contract {𝑟∗(𝑡𝑛), 𝑞∗(𝑡𝑛)} under the individual rationality 
condition.

De inition 2. An optimal contract {𝑟∗(𝑡𝑛), 𝑞∗(𝑡𝑛)} is 
incentive compatible, if each node achieves the highest 
utility as compared to any other contract designed for 
another node of different type 𝑡′,  i.e., 𝑡𝔢(𝑟∗(𝑡))−𝔠𝑞∗(𝑡) ≥ 
𝑡𝔢(𝑟∗(𝑡′))− 𝔠𝑞∗(𝑡′).

The MEC server aims at maximizing its achieved utility 
while guaranteeing the nodes appropriate incentivization 
via the IR and IC conditions. Thus, the corresponding 
optimization problem in order to determine the optimal 
contracts among the MEC server and the IoT nodes is 
formulated as follows.

max
{𝑟(𝑡),𝑞(𝑡)}∀𝑡∈[0,1]

∫
1

0
𝑓(𝑡)[𝑞(𝑡) − c𝑟(𝑡)]𝑑𝑡 (22)a

s.t. 𝑡𝔢(𝑟(𝑡)) − 𝔠 ⋅ 𝑞(𝑡) ≥ 0, ∀𝑡 ∈ [0, 1] (IR) (22)b

𝑡𝔢(𝑟∗(𝑡)) − 𝔠𝑞∗(𝑡) ≥ 𝑡𝔢(𝑟∗(𝑡′)) − 𝔠𝑞∗(𝑡′), ∀𝑡 ≠ 𝑡′ (IC)
(22)c

The optimization problem (Eq. (22)a) – ((22)c) is non‑
convex due to the form of the objective function and its
constraints. Towards addressing this problem, we reduce
its constraints.

Theorem 1 (Reduction of IR Constraints). The IR con‑
straints can be reduced to 𝑡𝑚𝑖𝑛𝔢(𝑟(𝑡𝑚𝑖𝑛))−𝔠 ⋅ 𝑞(𝑡𝑚𝑖𝑛) = 0,
with 𝑡𝑚𝑖𝑛 → 0+, if the IC constraints hold true.

Proof. If the IC constraints hold true, we have 𝑡𝔢(𝑟(𝑡)) −
𝔠𝑞(𝑡) ≥ 𝑡𝔢(𝑟(𝑡𝑚𝑖𝑛)) − 𝔠𝑞(𝑡𝑚𝑖𝑛) ≥ 𝑡𝑚𝑖𝑛𝔢(𝑟(𝑡𝑚𝑖𝑛)) −
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𝔠𝑞(𝑡𝑚𝑖𝑛), given that 𝑡 ≥ 𝑡𝑚𝑖𝑛 and 𝔢(⋅) is a strictly increas‑
ing function with respect to 𝑡. Also, it holds true that
𝑡𝑚𝑖𝑛𝔢(𝑟(𝑡𝑚𝑖𝑛)) − 𝔠𝑞(𝑡𝑚𝑖𝑛) = 0, given that the MEC server
will provide just the suf icient and necessary rewards, to
the IoT nodes in order to contribute to the system’s en‑
ergy ef icient operation.

Based on Theorem 1, the IR constraints are reduced. In
the following theorem, we further reduce the IC con‑
straints.

Theorem 2 (Reduction of IC Constraints). The IC con‑
straints can be reduced to the following two constraints (i)
𝑟′(𝑡) ≥ 0 (monotonicity), (ii) 𝑡 ⋅ 𝑟′(𝑡) ⋅ 𝔢′(𝑟(𝑡)) = 𝔠𝑞′(𝑡)
(local incentive compatibility), if the Spence‑Mirrlees con‑
dition [28] 𝜕

𝜕𝑡 [−
𝜕𝑈𝑛

𝜕𝑟
𝜕𝑈𝑛

𝜕𝑞
] > 0 holds true for each node’s utility.

Proof. Based on Eq. (20), we have 𝜕𝑈𝑛
𝜕𝑞 = −𝔠 < 0, as

𝔠 ∈ ℝ+ and 𝜕𝑈𝑛
𝜕𝑟 = 𝑡 𝜕𝔢(𝑟(𝑡))

𝜕𝑟 > 0, as 𝔢(𝑟(𝑡)) is a strictly in‑
creasing function with respect to 𝑟(𝑡) and 𝑡 ∈ [0, 1]. Thus,
we have 𝜕2𝑈𝑛

𝜕𝑡𝜕𝑟 = 𝜕𝔢(𝑟(𝑡))
𝜕𝑟 + 𝑡 𝜕2𝔢(𝑟(𝑡))

𝜕𝑡𝜕𝑟 [𝑞(𝑡) + 𝑡 𝜕𝑞(𝑡)
𝜕𝑡 ] > 0,

given that 𝔢(𝑟(𝑡)), 𝑟(𝑡), and 𝑞(𝑡) are strictly increasing
functions with respect to 𝑡, and 𝔢(𝑟(𝑡)) is a concave
function with respect to 𝑡. Therefore, the Spence ‑ Mir‑
rlees condition holds true. Then, we check the necessity
and suf iciency of the monotonicity and Local Incentive
Compatibility (LIC) constraints. First, we show that the
latter two conditions hold true, if the IC constraints hold
true. Given that the IC constraints hold true, we have
𝑡𝔢(𝑟(𝑡)) − 𝔠𝑞(𝑡) ≥ 𝑡𝔢(𝑟(𝑡′)) − 𝔠𝑞(𝑡′) ⇔ 𝑈𝑛(𝑡, 𝑞(𝑡), 𝑟(𝑡)) ≥
𝑈𝑛(𝑡, 𝑞(𝑡′), 𝑟(𝑡′)), ∀𝑡 ≠ 𝑡′. This means that the value
𝑈𝑛(𝑡, 𝑞(𝑡), 𝑟(𝑡)) is the optimal one for the node of type 𝑡,
thus, the following hold true: 𝜕𝑈𝑛(𝑡,𝑟(𝑡′),𝑞(𝑡′))

𝜕𝑡′ |𝑡′=𝑡 = 0 and
𝜕2𝑈𝑛(𝑡,𝑟(𝑡′),𝑞(𝑡′))

𝜕𝑡′2 |𝑡′=𝑡 ≤ 0. Based on 𝜕𝑈𝑛(𝑡,𝑟(𝑡′),𝑞(𝑡′))
𝜕𝑡′ |𝑡′=𝑡 =

0, we have 𝑡𝑟′(𝑡′)𝔢′(𝑟(𝑡′)) = 𝔠𝑞′(𝑡′), thus, the lo‑
cal incentive compatibility condition holds true for
𝑡′ = 𝑡. Based on 𝜕2𝑈𝑛(𝑡,𝑟(𝑡′),𝑞(𝑡′))

𝜕𝑡′2 |𝑡′=𝑡 ≤ 0 we have
𝑡𝑟″(𝑡′)𝔢′(𝑟(𝑡′)) + 𝑡(𝑟′(𝑡′))2𝑒″(𝑟(𝑡′)) ≤ 𝔠𝑞″(𝑡′) and by
differentiating the equation 𝜕𝑈𝑛(𝑡,𝑟(𝑡′),𝑞(𝑡′))

𝜕𝑡′ |𝑡′=𝑡 = 0
with respect to 𝑡, we have 𝔠𝑞″(𝑡′) = 𝑟′(𝑡′)𝔢′(𝑟(𝑡′)) +
𝑡𝑟″(𝑡′)𝔢′(𝑟(𝑡′)) + 𝑡(𝑟′(𝑡′))2𝔢″(𝑟(𝑡′)). Therefore, we have
𝑟′(𝑡′)𝔢′(𝑟(𝑡′)) ≥ 0, and we know that 𝔢′(𝑟(𝑡′)) > 0 given
that 𝔢(⋅) is a strictly increasing function. Therefore,
we conclude that 𝑟′(𝑡′) ≥ 0 for 𝑡′ = 𝑡, showing that
the monotonicity condition holds true. By following
the reduction at absurdity approach, we show that
the IC constraints hold true, if the monotonicity and
the LIC constraints hold true. Assuming that the IC
constraints are not valid, we have: 𝑡𝔢(𝑟(𝑡)) − 𝔠𝑞(𝑡) <
𝑡𝔢(𝑟(𝑡′)) − 𝔠𝑞(𝑡′) ⇔ ∫𝑡′

𝑡 [𝑡𝑟′(𝑥)𝔢′(𝑟(𝑥)) − 𝔠𝑞′(𝑥)]𝑑𝑥 > 0.
We integrate the LIC condition, and we have:
∫𝑡′

𝑡 [𝑡𝑟′(𝑥)𝔢′(𝑟(𝑥)) − 𝔠𝑞′(𝑥)]𝑑𝑥 = 0. From the mono‑

tonicity condition, we have 𝑡 < 𝑥 < 𝑡′ 𝑟′(𝑥)≥0
⇔

𝑡𝑟′(𝑥) < 𝑥𝑟′(𝑥)
𝔢′(𝑟(𝑥))>0

⇔ 𝑡𝑟′(𝑥)𝔢′(𝑟(𝑥)) <

𝑥𝑟′(𝑥)𝔢′(𝑟(𝑥)) ⇔ 𝑡𝑟′(𝑥)𝔢′(𝑟(𝑥)) − 𝔠𝑞′(𝑥) <
𝑥𝑟′(𝑥)𝔢′(𝑟(𝑥))−𝔠𝑞′(𝑥)⇔ ∫𝑡′

𝑡 [𝑡𝑟′(𝑥)𝔢′(𝑟(𝑥))−𝔠𝑞′(𝑥)]𝑑𝑥 <
∫𝑡′

𝑡 [𝑥𝑟′(𝑥)𝔢′(𝑟(𝑥)) − 𝔠𝑞′(𝑥)]𝑑𝑥 ⇔ ∫𝑡′

𝑡 [𝑡𝑟′(𝑥)𝔢′(𝑟(𝑥)) −
𝔠𝑞′(𝑥)]𝑑𝑥 < 0. Thus, there is a contradiction, and, the IC
constraints hold true.

Based on theorems 1 and 2, the optimization problem
(Eq.(22)a) ‑ ((22)c) can be rewritten as follows:

max
{𝑟(𝑡),𝑞(𝑡)}

𝑡∈[0,1]

∫
1

0
𝑓(𝑡)[𝑞(𝑡) − c𝑟(𝑡)]𝑑𝑡 (23)a

s.t. 𝑡𝑚𝑖𝑛𝔢(𝑟(𝑡𝑚𝑖𝑛)) − 𝔠𝑞(𝑡𝑚𝑖𝑛) = 0, 𝑡𝐿 → 0+ (23)b
𝑟′(𝑡) ≥ 0 (23)c

𝑡𝑟′(𝑡)𝔢′(𝑟(𝑡)) = 𝔠𝑞′(𝑡), ∀𝑡 ∈ [0, 1] (23)d
Following the approach introduced by Mirrlees [28], we
initially solve the above optimization problem consider‑
ing only the constraints ((23)b) and ((23)d), and sub‑
sequently we check if the derived solution satis ies the
monotonicity constraint ((23)c). Towards this direction,
we de ine the function: 𝑊(𝑡) = 𝑡𝔢(𝑟(𝑡)) − 𝔠𝑞(𝑡) =
max

𝑡′
{𝑡𝔢(𝑟(𝑡′)) − 𝔠𝑞(𝑡′)} and we have 𝜕𝑊(𝑡)

𝜕𝑡 |𝑡=𝑡′ = 𝔢(𝑟(𝑡)).
Then, we integrate the latter expression and we get
𝑊(𝑡) = ∫𝑡

𝑡𝑚𝑖𝑛
𝔢(𝑟(𝑥))𝑑𝑥 + 𝑊(𝑡𝑚𝑖𝑛), 𝑡𝑚𝑖𝑛 → 0+. It is

noted that for 𝑡𝑚𝑖𝑛 → 0+, the IR constraint for the IoT
node with the lowest type is binding. Therefore, we get
𝑊(𝑡𝑚𝑖𝑛) = 0 and 𝑊(𝑡) = ∫𝑡

𝑡𝑚𝑖𝑛
𝔢(𝑟(𝑥))𝑑𝑥. Thus, we

have 𝑞(𝑡) = 1
𝔠 𝑡𝔢(𝑟(𝑡)) − 1

𝔠 𝑊(𝑡) and the MEC server’s
utility (Eq. (21)) is rewritten as follows: 𝑈𝑀𝐸𝐶(t) =
∫1
0 𝑓(𝑡)[ 1

𝔠 𝑡𝔢(𝑟(𝑡))− 1
𝔠 𝑊(𝑡)−c𝑟(𝑡)]𝑑𝑡 = ∫1

0 𝑓(𝑡)[ 1
𝔠 𝑡𝔢(𝑟(𝑡))−

1
𝔠 ∫𝑡

0 𝔢(𝑟(𝑥))𝑑𝑥 − c𝑟(𝑡)]𝑑𝑡 = ∫1
0 𝑓(𝑡)[ 1

𝔠 𝑡𝔢(𝑟(𝑡)) − c𝑟(𝑡)]𝑑𝑡 −
1
𝔠 ∫1

0 (∫𝑡
0 𝔢(𝑟(𝑥))𝑑𝑥)𝑓(𝑡)𝑑𝑡. The latter integral can be ana‑

lyzed as follows: ∫1
0 (∫𝑡

0 𝔢(𝑟(𝑥))𝑑𝑥)𝑓(𝑡)𝑑𝑡 = ∫1
0 Λ(𝑡)𝑓(𝑡)𝑑𝑡,

with Λ(𝑡) = ∫𝑡
0 𝔢(𝑟(𝑥))𝑑𝑥. We can further analyze the in‑

tegral as: ∫1
0 Λ(𝑡)𝑓(𝑡)𝑑𝑡 = [Λ(𝑡)𝐹(𝑡)]10 −∫1

0 Λ′(𝑡)𝐹(𝑡)𝑑𝑡 =
Λ(1)𝐹(1) − Λ(0)𝐹(0) − ∫1

0 Λ′(𝑡)𝐹(𝑡)𝑑𝑡 = Λ(1) −
∫1
0 Λ′(𝑡)𝐹(𝑡)𝑑𝑡 = ∫1

0 𝔢(𝑟(𝑡))𝑑𝑡 − ∫1
0 𝔢(𝑟(𝑡))𝐹(𝑡)𝑑𝑡 =

∫1
0 𝔢(𝑟(𝑡))[1−𝐹(𝑡)]𝑑𝑡, and rewrite theMEC server’s utility,
as: 𝑈𝑀𝐸𝐶(t) = ∫1

0 𝑓(𝑡){[ 1
𝔠 𝑡𝔢(𝑟(𝑡)) − c𝑟(𝑡)] − 1

𝔠 𝔢(𝑟(𝑡))[1 −
𝐹(𝑡)]}𝑑𝑡. Thus, we can rewrite the optimization problem
(Eq.(23)a) ‑ ((23)d) as follows.

max
𝑟(𝑡),𝑡∈[0,1]

[ 1𝔠 𝑡𝔢(𝑟(𝑡))−c𝑟(𝑡)− 𝔢(𝑟(𝑡))[1 − 𝐹(𝑡)]
𝔠𝑓(𝑡) ]𝑓(𝑡) (24)a

s.t. 𝑡𝑚𝑖𝑛𝔢(𝑟(𝑡𝑚𝑖𝑛)) − 𝔠𝑞(𝑡𝑚𝑖𝑛) = 0, 𝑡𝑚𝑖𝑛 → 0+ (24)b
𝑟′(𝑡) ≥ 0 (24)c

𝑡𝑟′(𝑡)𝔢′(𝑟(𝑡)) = 𝔠𝑞′(𝑡), ∀𝑡 ∈ [0, 1] (24)d
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Fig. 3 – Impact of RIS technology on the system’s energy ef icient operation (solid line: incomplete information scenario, dotted line: complete informa‑
tion scenario).

In order to solve the above optimization problem, we
take the irst order condition of Eq. (24)a and we have:
𝔢′(𝑟(𝑡)) 1

𝔠 [𝑡 − 1−𝐹(𝑡)
𝑓(𝑡) ] = c, based on which the optimal

reward 𝑟∗(𝑡) can be derived. The optimal reward 𝑟∗(𝑡)
should also satisfy the monotonicity constraint. In or‑
der for the latter statement to hold true, the hazard rate
𝐻(𝑡) = 𝑓(𝑡)

1−𝐹(𝑡) should be an increasing function with re‑
spect to the model type 𝑡. Indeed, we can easily observe
that if the hazard rate 𝐻(𝑡) is an increasing function with
respect to 𝑡, then the constraint ((24)c) holds true. By set‑
ting 𝑔(𝑡) = 𝑡− 1−𝐹(𝑡)

𝑓(𝑡) wehave 1
𝔠 𝑔(𝑡)𝔢′(𝑟(𝑡)) = c ⇒ 𝑟′(𝑡) =

− 𝑔′(𝑡)𝔢′(𝑟(𝑡))
𝔠𝑔(𝑡)𝔢″(𝑟(𝑡)) ≥ 0, as 𝑔(𝑡) > 0, 𝑔′(𝑡) = 1 + 𝐻′(𝑡)

𝐻2(𝑡) > 0,
𝔢′(𝑟(𝑡)) > 0 and 𝔢″(𝑟(𝑡)) < 0.

Concluding the analysis of determining the optimal con‑
tracts, we clarify that the hazard rate 𝐻(𝑡) is increas‑
ing with respect to 𝑡 for the majority of the well‑known
distributions, e.g., normal, exponential, uniform. In the
worst case scenario that the optimal reward 𝑟∗(𝑡) does
not satisfy the monotonicity constraint, we can apply
the “bunching and ironing” approach to identify the in‑

feasible intervals [𝑎, 𝑏] ⊆ [0, 1] and derive the opti‑
mal reward as 𝑟∗(𝑡) = argmax

𝑟(𝑡),𝑡∈[0,1]
∫𝑏
𝑎 [ 1

𝔠 𝑡𝔢(𝑟(𝑡)) − c𝑟(𝑡) −
𝔢(𝑟(𝑡))[1−𝐹(𝑡)]

𝔠𝑓(𝑡) ]𝑓(𝑡)𝑑𝑡, ∀𝑡 ∈ [𝑎, 𝑏] [28].

6. NUMERICAL EVALUATION

In this section, we provide a detailed numerical eval‑
uation of the proposed location‑aware task of loading
framework via modeling and simulation. Initially, the
pure performance and operation of the proposed frame‑
work, under both scenarios of complete and incomplete
information availability, is demonstrated in Section 6.1.
Second, the impact of the RIS technology on the energy
ef icient operation of the system is studied in Section 6.2.
Subsequently, the impact of our proposed PNT solution in
terms of accurately determining the nodes’ position and
contributing to the system’s energy ef icient operation, is
enclosed in Section 6.3. Finally, in Section 6.4 a detailed
comparative evaluation of the proposed approach against
alternative contract‑theoretic task of loading strategies is
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provided, in order to show the bene its and trade‑offs of
the proposed framework. The experimentation setting
adopted is initialized as follows, unless otherwise explic‑
itly stated. We consider ten RISs and four indicative IoT
nodes. The gNB/MEC server’s coordinates are 𝔯𝑔𝑁𝐵 =
(100, 100, 150) [m]. The IoTnodes’ computing tasks’ char‑
acteristics are B ∈ [40, 50] Mbits, and 𝜙 ∈ [5, 10][MCPU
Cycles/bits] and both of them follow a uniform distribu‑
tion. The channel gain modeling parameters are as fol‑
lows: 𝛼 = 11.95, 𝛽 = 0.14, 𝑛𝐿𝑜𝑆 = 3𝑑𝐵, 𝑛𝑁𝐿𝑜𝑆 = 23𝑑𝐵,
𝑓𝑐 = 2𝐺𝐻𝑧, 𝑐 = 3 ⋅ 108𝑚/𝑠, 𝛾 = 2, 𝜁 = 100, 𝛾′ = 2.8,
𝛿 = 𝜆/2, 𝑊 = 5𝑀𝐻𝑧, 𝐼0 = −174𝑑𝐵𝑚/𝐻𝑧. The sim‑
ulation parameters for the contract‑theoretic model are:
𝔠 = 0.85, and c = [0.65, 0.75, 0.85]. All the following pre‑
sented results are derived based on a Monte Carlo analy‑
sis, averaged over 1 000 executions of each experiment.

6.1 Pure operation and performance
In this section, we demonstrate the pure operation and
the inherent characteristics of the proposed task of load‑
ing framework. Figures 2a‑2e present the IoT nodes re‑
ward, effort, transmission power, the MEC server’s util‑
ity, and the system’s social welfare, as a function of the
IoT nodes. It is noted that the nodes are sorted with in‑
creasing order of their type. Also, the scenarios of com‑
plete and incomplete informationof thenodes’ types from
the MEC server’s perspective are demonstrated for dif‑

ferent costs c for the MEC server to provide rewards. 
The results reveal that under the complete information 
scenario, the MEC server can fully exploit the communi‑ 
cations and computing characteristics of the IoT nodes, 
thus, incentivizing them to provide a higher effort (Fig. 
2b) via transmitting at lower power levels (Fig. 2c) and 
ultimately receiving higher reward (Fig. 2a). Therefore 
the MEC server achieves a higher utility (Fig. 2d), as well 
as the social welfare of the system is improved (Fig. 2e) 
under the complete information scenario. Moreover, the 
results con irm that a node of a higher type provides a 
higher effort (Fig. 2b) to the energy ef icient operation 
of the system by transmitting with lower power (Fig. 2c)
(please recall that the effort has an inverse proportional 
relation to the power), and thus getting a higher reward 
(Fig. 2a) from the MEC server. Furthermore, we observe 
that as the cost of the MEC server becomes higher in terms 
of providing rewards, the corresponding amount of of‑ 
fered rewards is decreasing (Fig. 2a) both under the com‑ 
plete and incomplete information scenarios. Therefore, 
the nodes are less incentivized to provide their effort (Fig. 
2b), resulting in transmitting with higher transmission 
power (Fig. 2c). The latter observation concludes to a 
lower outcome both for the MEC server’s utility and the 
system’s social welfare (Fig. 2e).

6.2 Impact of RIS technology
In this section, we study the impact of the RIS technology 
on the energy ef icient operation of the proposed frame‑ 
work and the corresponding examined edge computing 
system. Figures 3a‑3f present the IoT nodes’ reward, 
effort, transmission power, rate, Signal‑to‑Interference‑ 
plus‑Noise‑Ratio (SINR), energy ef iciency, the MEC 
server’s utility and the social welfare for an increasing 
number of RIS elements (ranging from 500 to 1500) at 
each RIS, under the complete and incomplete informa‑ 
tion contract‑theoretic scenarios. For comparison pur‑ 
poses we also study a topology that is not supported by 
the RIS technology (i.e., 0 RIS elements), Also, igures 4a‑ 
4b demonstrate the nodes’ types and channel gain as a 
function of the nodes’ ID, respectively, for an increasing 
number of RIS elements. The results reveal that the RIS 
technology contributes to the substantial improvement of 
the IoT nodes’ channel conditions (Fig. 4b), which con‑ 
tribute to the construction of a more directed beam in or‑ 
der to of load their data to the MEC server. Therefore, 
given the improved channel gain for an increasing num‑ 
ber of RISs’ elements, the nodes’ types also increase (Fig. 
4a), resulting in investing higher effort (Fig. 3b) by of‑ 
loading their data with lower transmission power (Fig. 
3c), under both the complete and incomplete scenarios. 
This in turn results in receiving a higher reward by the 
MEC server (Fig. 3a). Furthermore, given the IoT nodes’ 
lower transmission power levels and improved channel 
conditions the nodes sense less interference resulting in 
a higher data rate (Fig. 3g) and experienced SINR 
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Fig. 6 – Comparative evaluation.
(Fig. 3h), and ultimately higher achieved energy ef iciency 
(Fig. 3d). Finally, we observe that both the MEC server’s 
utility (Fig. 3e) and the system’s social welfare (Fig. 3f) 
increase for an increasing number of RISs elements.

6.3 Impact of PNT solution
In the following, we evaluate the impact of the RIS tech‑ 
nology on the accuracy of the PNT solution and the re‑ 
sulting node’s position, which in turn affects the energy 
ef icient operation of the system. Initially, in Fig. 5a, 
we present the Average Percentage Error (APE) of the 
nodes’ transmission power and the corresponding run‑ 
time of the Least Square Algorithm, when a different num‑ 
ber of RISs are used to perform the nodes localization, 
e.g., 3, 5, 7, or 9 RISs (please note that 3 RISs is the min‑ 
imum required number of RISs to perform localization).
The results show that the APE of the nodes’ transmission
power decreases as the signals from more RISs are used
to perform the nodes’ localization, given that the nodes’
position can be more accurately determined. However,
the latter bene it comes at the cost of a longer execu‑ 
tion time of the Least Square Algorithm, which consid‑ 
ers more pseudo‑ranges in order to determine the nodes’
positions. Also, we study the performance of the rein‑ 
forcement learning‑based RISs selection by the nodes in
order to determine their position. Speci ically, Fig. 5b
presents the APE of the nodes’ transmission power and
the corresponding runtime of the nodes’ RL‑based RISs’
selection for increasing values of the learning parameter
𝜇1. It is noted that as the value of the learning parame‑ 
ter increases, the nodes explore less their RISs strategies 
in order to determine their position. Thus, a worse RISs 
choice (strategy) is performed resulting in a higher APE 
of the nodes’ transmission power. However, given the de‑ 
creased level of performed exploration by the nodes, it is 
observed that the corresponding convergence time of the 
reinforcement learning algorithm decreases.

6.4 Comparative evaluation
In this section, we provide a comparative analysis of 
our proposed framework against other contract‑theoretic 
task of loading alternatives to identify its bene its and 
trade‑offs. Five comparative scenarios are considered

with respect to the de inition of the IoT nodes’ types, i.e.,
considering only the node’s (i) distance 𝑑𝑛,𝑔𝑁𝐵 from the
MEC server, (ii) amount of task’s data 𝐵𝑛, (iii) computing
task’s intensity 𝜙𝑛, (iv) channel gain𝐺𝑛, and (v) all previ‑
ous characteristics, as introduced in this research work.
Figures 6a ‑ 6e present the IoT nodes’ reward, effort,
transmission power, the MEC server’s utility, and the sys‑
tem’s social welfare as a function of the IoT nodes under
all the aforementioned scenarios. The results reveal that
the holistic consideration of the nodes’ communications
and computing characteristics results in better outcomes
in terms of incentivizing the nodes to provide a higher
effort (Fig. 6b), thus, transmitting to the MEC server at
lower power levels (Fig. 6c). Therefore, given their en‑
ergy ef icient operation, they receive a higher reward (Fig.
6a) from the MEC server, which correspondingly enjoys
a higher utility (Fig. 6d), while also the system’s social
welfare (Fig. 6e) improves given its overall energy ef i‑
cient operation. In contrast, the rest of the comparative
scenarios present a worse performance given their my‑
opic view regarding the IoTnodes’ characteristics. Specif‑
ically, it is worth noting that the IoT nodes’ channel gain
characteristics become dominant in the system’s perfor‑
mance, as they impact the energy ef icient transmission
of the nodes’ data to the MEC server.

7. CONCLUSION

In this paper, a location‑aware energy ef icient task of‑
loadingmechanism in an edge computing environment is
introduced, enabled by the technology of recon igurable
intelligent surfaces. Initially, a novel positioning, naviga‑
tion, and timing solution supported by the RIS technol‑
ogy is designed to determine the IoT nodes’ positions.
Then, the RISs’ elements optimal phase shifts are deter‑
mined to optimize the IoT nodes’ channel conditions in a
software‑de ined manner, thus facilitating an energy ef‑
icient operation by decreasing their transmission power
levels. Finally, a contract‑theoretic model is introduced
to support the nodes’ energy ef icient task of loading pro‑
cess accounting for their communications and computing
characteristics. Part of our current and future work con‑
tains the extension of the proposed model in the end‑to‑
enddigital continuum, by jointly optimizing the energy ef‑
icient task of loading process to the edge, the fog, and the
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core cloud options, while accounting for both the commu‑
nications and computing resource availability and uncer‑
tainties.
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