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Abstract – This paper designs a novel low‑complexity user‑cluster grouping algorithm for adaptive beam hopping in geo‑
stationary satellite networks equipped with multibeam phased‑array antennas. Each beam serves a cluster of users, and the
challenge is to design a beam‑hopping pattern where no beams are simultaneously serving nearby user clusters. We develop
a line search procedure to identify near‑optimum groupings for heterogeneous traf ic demands. We provide a necessary con‑
dition to determine the boundaries of the line search space. Our approach employs exclusion regions around critical user clus‑
ters in congested areas, iterates a sequential congestion‑based grouping algorithm, and applies a group‑member‑swapping
procedure. It provides max‑min fairness for ground users. Extensive numerical studies have shown that our user grouping
algorithm produces near‑optimumbeam‑hopping schedules with low outage probability. It achieves an improvement of up to
13dB in theworst‑case signal‑to‑interference and noise ratio, and doubles the zero‑outage data rate, compared to benchmark
approaches.
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1. INTRODUCTION

Large phased‑array antennas in next‑generation satellites 
enable the formation of multiple dynamic spot beams 
over spatial and time dimensions [1, 2, 3]. In contrast 
to current systems with static beam patterns formed by 
feed‑horn antennas [4], the phased‑array antennas offer 
the ability to serve non‑uniformly distributed users with 
high‑capacity spot beams on demand in an adaptive man‑ 
ner. These capabilities are needed for supporting future 
broadband applications over wide rural and remote geo‑ 
graphical areas [5, 6].

In this paper, we address the problem of coordinating 
the adaptive spot beams. In rural and remote areas, 
ground users are non‑homogeneously distributed across 
the landscape, typically clustered together in small neigh‑ 
borhoods. Ideally, if there are enough spot beams, each 
beam should be pointed directly toward a user cluster. 
However, the number of spot beams per satellite is lim‑ 
ited by the number of Radio Frequency (RF) ampli ier 
chains feeding the phased array, and as such, not all clus‑ 
ters can be served simultaneously. To serve all users, the 
spot beams must either be broadened to provide a bigger 
footprint on the ground leading to a waste of the satellite 
resources, or time‑shared via beam hopping. Beam coor‑ 
dination is crucial for next‑generation multibeam satel‑ 
lites that fully utilize and reuse the available spectrum 
among the satellite’s active beams. The challenge is to 
assign and point the satellite’s beams to mitigate 

Inter-Beam Interference (IBI) and provide max-min 
fairness for ground users.

The majority of existing multibeam coordination schemes 
use the inherited approach of selecting the beam direc‑ 
tions from a ixed grid, in a cellular structure. The meth‑ 
ods in [7, 8, 9, 10, 11, 12] primarily revolved around beam 
hopping, and took no account of the spatial heterogene‑ 
ity in the network. Large spatial isolation distances were 
employed between beams using the same frequency band 
(up to four times the beam radius or more). The ap‑ 
proach does not utilize the dynamic beam steering capa‑ 
bility of phased‑array antennas and cannot allocate net‑ 
work resources to adapt to dynamically changing traf ic 
demands. The methods in [13, 14, 15] used frequency 
segmentation to divide the available spectrum into mul‑ 
tiple frequency chunks. Adjacent beams were assigned to 
different frequencies. The approach leads to a waste of 
frequency resources with spatially heterogeneous traf ic 
loads since the frequency bands allocated to sparsely pop‑ 
ulated regions are usually underutilized. The methods in 
[16, 17] used symbol precoding, where IBI was zeroed in 
the digital domain. The ef iciency of precoding depended 
on achieving a suf iciently large separation between the 
beams to ensure orthogonal channels.

More recent beam coordination schemes have taken a 
cell‑free design approach. In [18], a joint user grouping 
and beam design algorithm was proposed to optimize the 
direction and beamwidth of a multibeam system; how‑ 
ever, IBI was not considered as the approach was limited 
to a single active beam per time slot. In [19], a multi‑
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beamsystemwasproposed for non‑uniformlydistributed
ground users, based on the classical four‑color frequency
reuse framework. The proposed scheme added some lex‑
ibility to the ixed‑cell approach by dividing the beam lo‑
cations in highly dense user locations into smaller beams
in size without changing the predesigned ixed‑cell beam
locations. In [20], a modi ied‑cell approach was used to
shorten the packet queuing delay by forming user clus‑
ters and directing the spot beams to the cluster centroids.
The approach aimed to deliver uniform data rates; how‑
ever, it was constrained by enforcing a strict requirement
of having a large spatial isolation distance between the ac‑
tive spot beams. In [21] a so called p‑centers problem al‑
gorithm was used to minimize the number of beam posi‑
tions subject to a prede ined requirement on the radius of
the beam position; however, it also imposed a large spa‑
tial isolation distance requirement.

In this paper, we adopt an optimized cell‑free design ap‑
proach and focus on solving the user‑cluster grouping
problem to achieve max‑min fairness in service deliv‑
ery for multibeam‑hopping satellite systems. At a fun‑
damental level, the grouping problem is related to a set
partitioning optimization problem, that is combinatorial
and Non‑deterministic Polynomial‑time‑hard (NP‑hard)
[22, 23, 24]. Well‑known approximation algorithms for
the set‑partitioning problem include random and local
search [25, 26, 27] and clustering algorithms [28, 29, 30].
These do not directly translate to our user‑cluster group‑
ing problem, due to the constraints on the number of RF
chains on the satellite payload and the objective of achiev‑
ing max‑min fairness.

We develop a line search procedure to identify near‑
optimum groupings for heterogeneous traf ic demands.
We start by proposing a congestion‑based sequential
grouping algorithm that groups user clusters based on
a threshold distance (for exclusion region radius), start‑
ing from the areas with the highest density of users. The
threshold is then updated, and the process is iterated to
effectively sample the feasible user‑cluster grouping so‑
lution space. To guide the choice of threshold, we provide
a necessary condition to determine the boundaries of the
line search space for the threshold distance. Finally, the
result is augmented by a low‑complexity group‑member‑
swapping procedure.

Our algorithm integrates seamlessly with the Geosta‑
tionary (GEO) satellite physical layer for analog and hy‑
brid beamforming, as well as with other resource alloca‑
tion algorithms. It only requires location information to
identify near‑optimum user‑cluster groupings. The pro‑
posed approach generates user‑cluster groupings with
well‑separated user clusters with minimal IBI and pro‑
vides max‑min fairness for ground users.

Extensive numerical studies have shown that our user

grouping algorithm produces near‑optimum beam‑
hopping schedules with low outage probability. It
achieves an improvement of up to 13 dB in the worst‑
case Signal‑to‑Interference and Noise Ratio (SINR),
and doubles the zero‑outage data rate, compared to
benchmark approaches. In addition, it achieves up to
84.4% reduction in the offered SINR variance compared
to benchmark grouping algorithms.

2. SYSTEMMODEL
This section introduces the user distributionmodel, satel‑
lite antenna structure, the optimum user‑cluster group‑
ing problem, and the downlink channel model for serving
distributed ground users using beam hopping.

2.1 User distribution and satellite antenna
model

Consider the downlink of a high throughput GEO satel‑
lite system equipped with a Uniform Phased Array (UPA)
antenna. The satellite provides broadband services for
geographically‑dispersed ground users using a limited
number of RF chains, denoted by 𝐾 . The ground users
in remote and rural areas are typically located in clusters,
where each cluster corresponds to a concentrated area
spanning tens to a few hundred square kilometers, such
as townships scattered across a remote area. Each clus‑
ter must be served by a beam, and the users in the clus‑
ter access the service using TimeDivisionMultiple Access
(TDMA).

Consider 𝑁 geographically‑dispersed ground user clus‑
ters in 𝒮, over a large area on the Earth’s surface, de‑
noted as 𝒮 ⊂ ℝ2. We represent the user clusters by the
set 𝒰 = {𝑢1, … , 𝑢𝑁}, which is a inite subset of 𝒮. The
traf ic distribution is heterogeneous, with some areas in
𝒮 densely populated by user clusters while others have
fewer user clusters.

To provide a service to user clusters, the satellite is
equipped with a square UPA antenna which consists of
𝑀 × 𝑀 antenna elements as shown in Fig. 1, where

Table 1 – List of notations used in the paper.

Notation Meaning

𝒮 Geographical area considered, 𝒮 ⊆ ℝ2

𝒰 Set of user clusters in 𝒮
𝑁 Number of user clusters in 𝒰
𝐾 Number of the satellite’s RF chains
𝑆 Number of user‑cluster groups
𝑢𝑛 𝑛th user cluster, 𝑢𝑛 ∈ 𝒰, 𝑛 ∈ [1 ∶ 𝑁]
𝒢𝑖 𝑖th user‑cluster group, 𝑖 ∈ [1 ∶ 𝑆]
𝛼𝑖 Beam dwell‑time fraction for group 𝒢𝑖
𝛾𝑘,𝑖 SINR at the 𝑘th user cluster of group 𝒢𝑖
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the beam directions are steered by applying a vector of
phase shifts to the array elements [31]. The directivity
and beamwidth of the generated spot beams are directly
related to 𝑀 . Generating narrower beams with a higher
directivity gain and a lower level of interference between
the active beams requires a larger value for 𝑀 and there‑
fore a larger array size. The number of RF chains on the
satellite determines the maximum number of simultane‑
ously active beams and the number of hops required to
provide service for all user clusters in 𝒰.

2.2 User‑cluster grouping optimization
Our focus is on a beam‑hopping satellite network sce‑
nario, where 𝑁 ≫ 𝐾 . Therefore, the satellite’s RF chains
must be shared across time and space amongst multiple
clusters in different hops. Here, beam hopping involves
changing the direction of the beams to serve different
groups of user clusters in a round‑robin fashion, where
each group size is equal to or less than 𝐾 . Because there
are many more user clusters than the number of beams,
themotivation is to serve the adjacent user clusters in dif‑
ferent groups to avoid inter‑beam interference resulting
from adjacent or overlapping beams. The main challenge
here is to ef iciently group the user clusters to avoid serv‑
ing adjacent clusters or illuminating overlapping beams
at the same time and therefore to ensure suf icient ser‑
vice quality with minimal inter‑beam interference.

Before we discuss the problem of grouping the user clus‑
ters in the beam‑hopping setting, we irst de ine the con‑
cept of user‑cluster grouping formally in the following
de inition:
De inition1. An (𝑆, 𝐾)‑grouping of𝒰 = {𝑢1, … , 𝑢𝑁} is a
collection of 𝑆 disjoint subsets 𝒢1, … , 𝒢𝑆 of 𝒰 that satisfy
|𝒢𝑖| ≤ 𝐾 for all 𝑖 ∈ [1 ∶ 𝑆]. We say an (𝑆, 𝐾)‑grouping
{𝒢1, … , 𝒢𝑆} of 𝒰 is complete if ⋃𝑆

𝑖=1 𝒢𝑖 = 𝒰. We also say
it is a min‑hop grouping if 𝑆 = ⌈ 𝑁

𝐾 ⌉.
Completeness is a critical property for the grouping algo‑
rithm to ensure that all users are serviced in each beam‑
hopping cycle. Incomplete groupings result in unserved
users, which renders it impossible to construct a beam‑
hopping plan covering all user clusters in 𝒰. Such incom‑
plete groupings will be referred to as having leftover user
clusters in the remainder of the paper. Additionally, the
min‑hop grouping property plays a crucial role in mini‑
mizing the number of hops needed in a beam‑hopping cy‑
cle. We note that the integer value ⌈ 𝑁

𝐾 ⌉ is the minimum
numberof groups that need tobe formed to serve all users
by using 𝐾 RF chains.

To maximize the collective performance of the satellite
network, it is crucial to effectively select user‑cluster
groupings that minimize the inter‑beam interference
amongst the concurrently active beams. To this end, our

objective is to solve the following user location grouping
optimization problem:

max
𝒢1,…,𝒢𝑆

min
𝑢,𝑣∈𝒢𝑖∶

𝑢≠𝑣,𝑖∈[1∶𝑆]

‖𝑢 − 𝑣‖2

subject to ⋃𝑆
𝑖=1 𝒢𝑖 = 𝒰

𝒢𝑖 ⋂ 𝒢𝑗 = ∅, ∀𝑖 ≠ 𝑗 ∈ [1 ∶ 𝑆]
|𝒢𝑖| ≤ 𝐾, ∀𝑖 ∈ [1 ∶ 𝑆]
𝑆 = ⌈ 𝑁

𝐾 ⌉

, (1)

where the irst constraint ensures that the grouping is
complete and the second constraint is to con irm that ev‑
ery cluster is included in no more than one group. The
third constraint is due to the number of RF chains on
the satellite and the last constraint ensures the min‑hop
grouping property. An important observation is that a
user grouping that attains the optimal value of (1)will in‑
herently establish max‑min fairness among the user clus‑
ters. Consequently, verifying a fairness condition will be
an intrinsic feature of our proposed user grouping algo‑
rithm in Section 3.

The unconstrained variant of the optimization problem in
(1) is a version of thewell‑known non‑convex combinato‑
rial optimization problem [24]. Solving this problem falls
within the class of NP‑hard problems [32]. Achieving the
optimal solution necessitates an exhaustive search algo‑
rithm, which, particularly in scenarios involving sizable
𝑁 and 𝐾 values, demonstrates super‑exponential com‑
plexity. Other approaches can include greedy, clustering‑
based, and random search algorithms [26]. However,
these approaches do not directly apply in our case due to
the constraints involved in (1).

2.3 Downlink channel model
Ourmodel of UPA consists of𝑀 ×𝑀 equispaced isotropic
antenna elements as shown in Fig. 1. We set the dis‑
tance between adjacent antenna elements to 𝜆

2 , where 𝜆
is thewavelength. This particular separation between an‑
tenna elements ensures that a beam can be formed with
only one main lobe in the intended direction [31]. With‑
out loss of generality, we take the origin as the Earth
center and position the satellite along the 𝑧‑axis at point
𝑠 = (0, 0, 𝐿 + 𝑅𝑒)⊤, where 𝑅𝑒 = 6371 [km] is the Earth
radius and 𝐿 = 35786 [km] is the satellite altitude.

We model the UPA antenna orientation to coincide with
the 𝑥𝑦‑plane (at the satellite altitude), looking down‑
wards from the satellite to the Earth. The antenna ele‑
vation angle 𝜃 ∈ [0, 𝜋

2 ] is de ined to be the angle between
the beam pointing direction 𝑟 = (𝑟1, 𝑟2, 𝑟3)⊤ ∈ ℝ3, which
is a unit vector, and the negative 𝑧‑axis. The azimuth an‑
gle 𝜙 ∈ [0, 2𝜋) is the angle between the projection of the
beam pointing direction on the 𝑥𝑦‑plane and the positive
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Fig. 1 –Apictorial illustrationof a satellite serving groundusers byusing
a square uniform planar array antenna.

𝑥‑axis.

Consider an (𝑆, 𝐾)‑grouping of 𝒰, denoted by 𝒢1, … , 𝒢𝑆 ,
that satis ies the constraints in (1). After applying analog
beamforming shifts, the normalized GEO satellite1 down‑
link channel 𝐻 = [ℎ𝑘,𝑙]

𝐾
𝑘,𝑙=1 for user clusters in 𝒢𝑖 =

{�⃗�1,𝑖, … , �⃗�𝐾,𝑖} is given by [31]

ℎ𝑘,𝑙 = 1
𝑀2

sin ( 𝑀Ψ𝑘,𝑙
2 )

sin ( Ψ𝑘,𝑙
2 )

sin( 𝑀Ω𝑘,𝑙
2 )

sin( Ω𝑘,𝑙
2 )

, (2)

where Ψ𝑘,𝑙 = 𝜋 (sin 𝜃𝑙,𝑖 cos𝜙𝑙,𝑖 − sin 𝜃𝑘,𝑖 cos𝜙𝑘,𝑖), Ω𝑘,𝑙 =
𝜋 (sin 𝜃𝑙,𝑖 sin𝜙𝑙,𝑖 − sin 𝜃𝑘,𝑖 sin𝜙𝑘,𝑖) and (𝜃𝑘,𝑖, 𝜙𝑘,𝑖) is the
elevation‑azimuth angle pair from the satellite to the user
cluster 𝑢𝑘,𝑖 ∈ 𝒢𝑖.

It is easy to see that 𝐻 ∈ ℝ𝐾×𝐾 is a symmetric channel
matrix. We can write the input‑output relationship of the
downlink satellite channel in matrix form according to

𝑦 =
√

𝐺𝐻𝐷𝑥 + 𝑤, (3)

where 𝑥 = (𝑥1, … , 𝑥𝐾)⊤ ∈ ℂ𝐾 is the vector of transmit‑
ted symbols, 𝑦 = (𝑥1, … , 𝑥𝐾)⊤ ∈ ℂ𝐾 is the vector of re‑
ceived symbols (one for each user cluster), 𝐷 ∈ ℂ𝐾×𝐾 is
the digital beamforming matrix as in Fig. 2, 𝐺 is the to‑
tal downlink channel gain accounting for antenna gains
at the transmitter and receiver, as well as the path loss

1Next‑generation LEO satellites will also have multiple beams and will
have a similar challenge to coordinate these beams considering themo‑
tion of LEO satellites with respect to the ground users and the different
shapes of the beam footprints of LEO satellites.

Fig. 2 – Block diagram of the satellite transmitter using a UPA antenna.
The vector 𝑎𝑖 ∈ ℂ𝑀2 is the vector of phase shifts applied to the antenna
elements to form the beam‑carrying RF chain 1 data symbols.

and 𝑤 ∼ 𝒞𝒩 (0, 𝜎2𝐼𝐾) is a circularly symmetric additive
Gaussian noise vector with power 𝜎2 at the receivers. In
our numerical analysis in Section 4, we will select 𝐷 to be
both a zero‑forcing ilter and identity matrix to illustrate
the hybrid and analog beamforming performance of our
user location grouping algorithm.

It is worth recalling that user clusters within the same
group receive services concurrently. This is the reason
why we formulated the downlink input‑output relation‑
ship for a speci ic user‑cluster group in (3). Using (3), we
canwrite the SINR at each user cluster in𝒢𝑖 and then cal‑
culate the data rates that can be delivered to the user clus‑
ters. It is important to note that the user clusters in group
𝒢𝑖 share the same TDMA time slot, and therefore their
serving beams interfere with each other. This interfer‑
ence should be accounted for when calculating the SINR
at each user cluster �⃗�𝑘,𝑖 in 𝒢𝑖.

Speci ically, the SINR at user cluster 𝑢𝑘,𝑖 is given accord‑
ing to [31]

𝛾𝑘,𝑖 (𝐻) =
∣ℎ⊤

𝑘 𝑑𝑘∣
2

SNR−1 + ∑𝑙≠𝑘 ∣ℎ⊤
𝑘 𝑑𝑙∣

2 , (4)

where ℎ⊤
𝑘 is the 𝑘th row of 𝐻 , 𝑑𝑘 is the 𝑘th column of 𝐷,

SNR = 𝐺𝑃
𝜎2 is the normalized signal‑to‑noise‑ratio and 𝑃

is the transmission power per RF chain. The data rate de‑
livered to user cluster 𝑢𝑘,𝑖 is then equal to

𝑅𝑘,𝑖 (𝐻) = 𝛼𝑖𝑊 log2 (1 + 𝛾𝑘,𝑖 (𝐻)) , (5)

measured in bits per second, where𝑊 is the transmission
bandwidth and 𝛼𝑖 is the fraction of time the user‑cluster
group 𝒢𝑖 is served in each beam‑hopping cycle, which we
call beam dwell‑time fraction.
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3. THE PROPOSED USER‑CLUSTER GROUP‑
ING ALGORITHM FOR MULTIBEAM HOP‑
PING

In this section, we present the details of our User‑Cluster
Grouping (UCG) algorithm, optimizing the groups of user
clusters served simultaneously in multibeam‑hopping
GEO satellite networks.

Our algorithm runs in polynomial time to produce a near‑
optimum grouping solution for the user‑cluster group‑
ing optimization problem given in (1), which has super‑
exponential complexity for general 𝑁 (number of user
clusters) and 𝐾 (number of RF chains). In particular, our
algorithm converts the combinatorial user‑cluster group‑
ing optimization problem in (1) to a line search process
in terms of the exclusion region size 𝜌 > 0, a parameter of
our algorithm.

3.1 Problem complexity and inef iciency of ex‑
haustive search

We irst show why the exhaustive search is inef icient in
inding an optimum user‑cluster grouping. We do this by
establishing a fundamental scaling law for the size of the
set of feasible groupings, whichwe denote byΣ, to search
over. We note that Σ consists of all possible user‑cluster
groupings in the form 𝐺 = {𝒢1, … , 𝒢𝑆} that satisfy the
constraints in (1).

Theorem 1. For any given 𝐾 ≥ 1 ( ixed), the number of
feasible user groupings inΣ, which we denote by |Σ|, grows
according to

lim
𝑁→∞

log (|Σ|)
𝑆 log𝑆 = 𝐾 − 1, (6)

where 𝑁, 𝑆 ∈ ℕ satisfy the relation 𝑆 = ⌈ 𝑁
𝐾 ⌉.

Proof. See Appendix 5.

The scaling law given in Theorem1 reveals that for𝐾 ≥ 2
(the key practical scenario we focus on in this paper),
the number of feasible groupings within Σ grows super‑
exponentially as the number of user clusters in the net‑
work grows. In particular, for any 𝜖 > 0, it shows that
|Σ| ≥ exp ((𝐾 − 1 − 𝜖) 𝑆 log𝑆) when 𝑁 is large enough.
Hence, the exhaustive search has super‑exponential com‑
plexity to search over Σ to ind the optimum user‑cluster
grouping 𝐺⋆ that solves (1). This poses a signi icant bot‑
tleneck to the use of exhaustive search for user‑cluster
grouping in multibeam‑hopping GEO satellite networks
that consist of widely‑dispersed large numbers of user
clusters.

3.2 Congestion‑Based Sequential Grouping
(CB‑SG) algorithm

Our approach to resolving the computational complexity
problem established in the previous section is to iterate a
congestion‑based sequential grouping algorithm that we
propose to sample the feasible user‑cluster groupings Σ.
The CB‑SG algorithm is a key building block of our solu‑
tion, the UCG algorithm, to group ground user clusters.
We present the CB‑SG algorithm in Algorithm 1, along
with its main properties outlined below.

Operation of the CB‑SG algorithm depends on a conges‑
tion measure Ω ∶ 𝒰 ↦ ℝ+ to prioritize the user clusters
fromcrowded andhighly dense areas in the grouping pro‑
cess. We select Ω to be

Ω (𝑢; 𝒰) = ∑
𝑣∈𝒰 {𝑢}

1
‖𝑢 − 𝑣‖2

2
1‖𝑢−𝑣‖2≤𝑟. (7)

Ω (𝑢; 𝒰) can be interpreted as a weighted sum of neigh‑
boring clusters of 𝑢 that lie in a disc of radius 𝑟 > 0 and
centered at 𝑢, with weights inversely proportional to the
distances. The parameter 𝑟 determines the neighborhood
radius to compute the congestionmeasure, whichwe take
to be equal to the beam diameter. As illustrated in Al‑
gorithm 1, the CB‑SG algorithm ranks the user clusters
basedon their congestionmeasure andassigns thosewith
higher congestion level Ω (𝑢; 𝒰) to the groups earlier in
the grouping process (lines 6 and 7 in Algorithm 1).

Another important element of our CB‑SG algorithm is the
exclusion regions. The exclusion region of a cluster of
users describes the spatial isolation of this cluster, where
no other user cluster can be gathered with it in the same
group [33]. For each 𝑢 ∈ 𝒰, it is de ined as a disc of a
radius 𝜌 that is centered at 𝑢.

Let Π (𝑢, 𝜌) ≜ {𝑣 ∈ 𝒰 ∶ ‖𝑢 − 𝑣‖2 ≤ 𝜌}, which is the set
of user clusters within the exclusion region of 𝑢 ∈ 𝒰.
The CB‑SG algorithm guarantees that user clusters within
each other’s exclusion regions are assigned to different
groups. This is achieved by excluding Π (𝑢, 𝜌) from the
pool of available user clusters that can be grouped with
𝑢, a step performed after 𝑢 is allocated to a user‑cluster
grouping (line 8 of Algorithm 1).

The following theorem establishes the key properties of
the CB‑SG algorithm that we build upon to develop our
inal user‑cluster grouping algorithm in the next section.

Theorem 2. The following holds for the CB‑SG algorithm:

• The CB‑SG algorithm is a sequential grouping algo‑
rithm in the sense that if 𝐺 = {𝒢1, … , 𝒢𝑆} is a set
of groupings generated by the CB‑SG algorithm, they
satisfy 𝒢𝑖 ⊂ 𝒰 ⋃𝑖−1

𝑗=1 𝒢𝑖 for all 𝑖 ∈ [2 ∶ 𝑆].
• For 𝜌 suf iciently small, the CB‑SG algorithm generates
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Algorithm 1 CB‑SGA: Congestion‑based sequential
grouping of user clusters
Input: 𝒰, 𝐾, 𝜌
1: Initialize: 𝑆 = ⌈ |𝒰|

𝐾 ⌉, 𝒢0 = ∅, … , 𝒢𝑆 = ∅, leftover =
False

2: for 𝑖 = 1 ∶ 𝑆 − 1 do
3: 𝒰rest ← 𝒰 ∑𝑖−1

𝑗=0 𝒢𝑗
4: 𝒰pool ← 𝒰rest
5: while |𝒢𝑖| ≠ 𝐾 & 𝒰pool ≠ ∅ do
6: select 𝑢 ∈ argmax𝑣∈𝒰pool

Ω (𝑣; 𝒰rest)
7: 𝒢𝑖 ← 𝒢𝑖 ⋃ {𝑢}
8: 𝒰pool ← 𝒰pool Π (𝑢, 𝜌)
9: end while

10: end for
11: 𝒰rest ← 𝒰 ∑𝑆−1

𝑖=0 𝒢𝑖
12: if |𝒰rest| ≤ 𝐾 then
13: 𝒢𝑆 ← 𝒰rest
14: else
15: leftover = True
16: end if
17: Return: 𝐺 = {𝒢1, … , 𝒢𝑆}, leftover

a feasible user‑cluster grouping 𝐺 = {𝒢1, … , 𝒢𝑆} ∈
Σ.

• For agiven𝜌 > 0, the CB‑SGalgorithmreturns leftover
as true if there exists 𝑢 ∈ 𝒰 such that ∣Π (𝑢, 𝜌

2 )∣ ≥
𝑆 + 𝐾 .

Proof. See Appendix 5.

3.3 User‑cluster grouping algorithm
Having established the key properties for the CB‑SG algo‑
rithm,wenow focus onour complete algorithm,whichwe
call the UCG algorithm, that iterates the CB‑SG algorithm
over a range of exclusion region radii to sample the feasi‑
ble groupings Σ using a line search procedure. Our algo‑
rithm is illustrated in Algorithm 2.

Creation of the solution search space: We start the dis‑
cussion with how we set an upper boundary for the ex‑
clusion region radius in the UCG algorithm to sample Σ.
As 𝜌 becomes large, the CB‑SG algorithm produces user‑
cluster groups that have well‑separated user clusters in
each group. The main bottleneck of using large 𝜌 as an
input to the CB‑SG algorithm is that the pool of available
user clusters that can be grouped is exhausted quickly
when 𝜌 is large. This leads to leftover user clusters that
cannot be put in a group in the inal hop.

The third property of the CB‑SG algorithm established in
Theorem 2 gives us a necessary condition on how large
𝜌 can be chosen. This property indicates that whenever
there exists a user cluster𝑢 ∈ 𝒰withmore than𝑆+𝐾 −1
other user clusters in a disc of radius 𝜌

2 centered at 𝑢, the
CB‑SG algorithmcannot generate an (𝑆, 𝐾)‑grouping of𝒰
without any leftover user clusters. Utilizing this property,

Algorithm 2 UCGA: User‑cluster grouping algorithm
Input: 𝒰, 𝐾
1: Initialize: 𝜌+ set according to (8), 𝜌− = 𝐷𝐵, Σ̃ = ∅

and Fairness = False
2: for 𝜌 = 𝜌+ ∶ −Δ𝜌 ∶ 𝜌− do
3: [𝐺, leftover]=CB‑SGA(𝒰, 𝐾, 𝜌)
4: if leftover = False then
5: Σ̃ ← Σ̃ ⋃{𝐺}
6: if ℱ (𝐺) = 1 then
7: Fairness=True
8: Break
9: end if

10: end if
11: end for
12: ̃𝐺 = UC‑SELECT(Σ̃)
13: 𝐺⋆ = UC‑SWAP( ̃𝐺)
14: Return: 𝐺⋆ = {𝒢⋆

1, … , 𝒢⋆
𝑆}

15: procedure UC‑SELECT(Σ̃) ▷ Sub‑routine
UC‑SELECT

16: ̃𝐺 ∈ argmax
𝐺∈Σ̃

𝑑min (𝐺)

17: Return: ̃𝐺
18: end procedure
19: procedure UC‑SWAP( ̃𝐺) ▷ Sub‑routine UC‑SWAP
20: repeat
21: ind 𝒢𝑤 ∈ ̃𝐺 and 𝑢𝑤, 𝑣𝑤 ∈ 𝒢𝑤 such that ‖𝑢𝑤 −

𝑣𝑤‖2 = 𝑑min ( ̃𝐺)
22: SwapGain =

max
𝒢∈�̃�∶

𝒢≠𝒢𝑤

max
𝑣∈𝒢,

𝑢∈{𝑢𝑤,𝑣𝑤}

𝑑min ({𝒢𝑤 ∪ {𝑣} {𝑢} 𝒢 ∪ {𝑢} {𝑣}})

−𝑑min ( ̃𝐺)
23: if SwapGain> 0 then
24: update ̃𝐺 by executing the best swap

achieving SwapGain
25: end if
26: until convergence or max iteration count
27: 𝐺⋆ ← ̃𝐺
28: Return: 𝐺⋆

29: end procedure

we select the upper exclusion radius according to

𝜌+ = sup{𝜌 > 0 ∶ ∣Π (𝑢, 𝜌
2)∣ < 𝑆 + 𝐾, ∀𝑢 ∈ 𝒰} . (8)

We set the lower exclusion radius 𝜌− to 𝐷𝐵, where 𝐷𝐵
is the spot beam diameter. Our simulations indicate that
𝐷𝐵 is an ef icient choice to resolve nearby user clusters
and generate a feasible grouping inΣ. In practical scenar‑
ios, a value of 𝜌 < 𝐷𝐵 leads to overlapping active beams,
and hence our algorithm does not attempt to sample Σ to
produce a grouping solution for 𝜌 < 𝐷𝐵.

Having 𝜌+ and 𝜌− initialized as described above, the pro‑
posed UCG algorithm invokes the CB‑SG algorithm itera‑
tively to generate a solution search space Σ̃ ⊂ Σ by scan‑
ning the range of exclusion region radii [𝜌−, 𝜌+]with step‑
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size Δ𝜌 in descending order. These steps are illustrated
in lines 2‑5 in Algorithm 2. The step‑size Δ𝜌 for updating
the exclusion region radius can be selected to balance the
solution quality and the algorithm run‑time. For a practi‑
cal GEO satellite network scenario, our simulations indi‑
cate that 1 km as a step size for Δ𝜌 is a good choice.

Early stopping: Our design of the UCG algorithm also al‑
lows early termination of the CB‑SG algorithm iteration
stage if a fairness stopping criterion is met, as illustrated
in lines 6‑7 inAlgorithm2. To this end, our fairnessmetric
ℱ is a binary variable that is given by

ℱ (𝐺) = 1 𝑑max(𝐺)−𝑑min(𝐺)
𝑑max(𝐺) ≤𝜖0

, (9)

where 𝐺 = {𝒢1, … , 𝒢𝑆} ∈ Σ is a feasible user‑cluster
grouping, 𝜖0 is the largest acceptable variation in themin‑
imum mutual distance across user‑cluster groups, and
𝑑max (𝐺) and 𝑑min (𝐺) are de ined according to

𝑑max (𝐺) ≜ max
𝒢∈𝐺

min
𝑢,𝑣∈𝒢∶𝑢≠𝑣

‖𝑢 − 𝑣‖2, (10)

𝑑min (𝐺) ≜ min
𝒢∈𝐺

min
𝑢,𝑣∈𝒢∶𝑢≠𝑣

‖𝑢 − 𝑣‖2. (11)

The proposed fairness condition is designed to achieve
a certain degree of max‑min fairness among the user‑
cluster groups. This is accomplished by attaining a pre‑
de ined level of regularization below 𝜖0 in the minimum
mutual distance variation between the worst and best
user‑cluster groups. This early termination step can be
skipped by selecting 𝜖0 < 0 at the expense of an increase
in the algorithm run‑time.

Grouping selection and user‑cluster swapping: Having es‑
tablished the solution search space Σ̃, our algorithm op‑
erates on Σ̃ to produce the inal user‑cluster grouping so‑
lution 𝐺⋆ = {𝒢⋆

1, … , 𝒢⋆
𝑆} by calling UC‑SELECT and UC‑

SWAP sub‑routines (lines 12 and 13 in Algorithm 2). The
sub‑routineUC‑SELECT returns theuser‑cluster grouping
that achieves the highest 𝑑min (𝐺) over Σ̃.

The primary objective of the sub‑routine UC‑SWAP is to
have ine improvements for the best user‑cluster group‑
ing ̃𝐺 in Σ̃ by means of a local search around ̃𝐺. This is
achieved by swapping one of the least favorable user clus‑
ters 𝑢𝑤 and 𝑣𝑤 that give rise to ‖𝑢𝑤 − 𝑣𝑤‖ = 𝑑min ( ̃𝐺)
with a user cluster in another group in ̃𝐺 that results in
the maximum improvement for 𝑑min ( ̃𝐺). By our design,
UC‑SWAP improves 𝑑min ( ̃𝐺) monotonically in each iter‑
ation and converges to the inal user‑cluster grouping 𝐺⋆

quickly (around 6‑7 iterations in our simulations).

Complexity analysis: We conclude this section by provid‑
ing a computational complexity analysis for our algorithm
in Algorithm2. This result is formally stated in the follow‑

ing theorem.

Theorem3. The complexity of our UCG algorithm given in
Algorithm 2 grows according to𝒪 (𝑁3)with the number of
user clusters in a GEO satellite network.

Proof. See Appendix 5.

Remark 1: The computational complexity of the UCG al‑
gorithm can be reduced to 𝒪 (𝑁2) by performing a one‑
time computation of congestion measures for all user
clusters within 𝒰 and subsequently using the same mea‑
sures without any further updates during the grouping
process in the CB‑SG algorithm.

Remark 2: We note that the beam coordination prob‑
lem does not need to be solved in real time. The pro‑
posed UCG algorithm reruns whenever there is a change
in the geographical distribution of the user clusters on the
ground to update the user‑cluster groupings that can be
served simultaneously. These location changes occur at
slow timescales.

4. NUMERICAL RESULTS

4.1 Simulation setup
We consider a multibeam GEO satellite equipped with a
252 × 252 UPA antenna designed to serve non‑uniformly
distributed user clusters spanning a geographical region
of 4000 km × 2000 km. This choice of the UPA antenna
leads to a 𝐷𝐵 (beam diameter) of around 250 km, with an
array dimension of 1.68 m × 1.68 m on the satellite pay‑
load (at operating frequency 20GHzwith half‑wavelength
spacing between antenna elements). We recall that 𝐷𝐵 is
a key parameter of our UCG algorithm given in Algorithm
2 to generate the solution search space. Theother system‑
level simulation parameters that we use throughout this
section are provided in Table 2.

In Fig. 3, we present an example user‑cluster distribu‑
tion scenario based on the population data for regional,

Table 2 – Simulation settings

Parameter Value

Geographical area (Km2) 4000 Km × 2000 Km
Location (25𝑜 S, 135𝑜 W)

Satellite location 140𝑜 W (GEO)
Frequency band (GHz) 20 (Ka‑band)

UPA antenna size 252 × 252
Transmission bandwidth (MHz) 500
Satellite beam power (watts) 20
Transmit antenna gain(dB) 52
Receive antenna gain(dB) 42
Number of RF chains 16

Satellite beam diameter (km) 250
Noise Temperature (K) 290
Number of user clusters 256
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rural, and remote Australia [34]. We obtain the average
performance igures for our UCG algorithm by means of
Monte‑Carlo simulations based onmany such realizations
of anon‑uniformgrounduser‑clusterdistribution. Specif‑

Fig. 3 – Non‑uniform user‑cluster distribution. (a) An example real‑
ization of 256 user clusters that are non‑uniformly distributed over a
square network area 𝒮 with dimensions 4000 km × 2000 km. (b) The
user‑cluster populations in different subregions of𝒮, where𝑅𝑖 is the 𝑖th
subregion and 𝜆𝑖 = 0, 12, 64, 8, 0, 64, 32, 0, 81.33 is the user‑cluster
density for 𝑅𝑖 , 𝑖 ∈ [1 ∶ 9], (measured in terms of number of user clus‑
ters per km2).

ically, to generate randomly distributed user‑cluster lo‑
cations with a non‑uniform distribution, we partition the
overall network area into nine geographical subregions.
We then distribute user clusters across these subregions
uniformly at random with varying user‑cluster densities
from one region to another, as depicted in Fig. 3(b). The
density of user clusters in each subregion is computed
based on the population data provided in [34].

For detailed performance comparison and analysis, we
evaluate the quality of the grouping solution produced by
our UCG algorithm against the following benchmark algo‑
rithms:

• Exhaustive search (for illustrating the UCG algo‑
rithm’s near‑optimum performance)

• Max‑Min Distance Greedy (MMDG) algorithm

• Iterative 𝐾‑means (IKM) algorithm

• Low‑Complexity Co‑Channel Interference‑Free
Beam‑Hopping Design (LCCF‑BHD) [21]

• Fixed Cell Beam‑Hopping Design (FC‑BHD)

We illustrate the MMDG algorithm in Algorithm 3, which
greedily optimizes the minimum distance to the existing
user clusters in the group 𝒢𝑖, 𝑖 ∈ [1 ∶ 𝑆 − 1] when select‑
ing the subsequent user cluster to include in this group.
The IKM algorithm iterates the 𝐾‑means algorithm [28]
𝑆 times to form a group of 𝐾 user clusters during each it‑
eration. This is achieved by selecting 𝐾 user clusters that
are nearest to the centroids generated by the 𝐾‑means
algorithm, assigning them to the same group, and sub‑
sequently removing them from the pool of available user
clusters for the next iteration.

The LCCF‑BHD algorithm is implemented as in algorithm
4 in [21] with uniform traf ic across all user clusters. The
FC‑BHD is implemented as shown in Fig. 4, where each
color represents a set of cells that can be serviced simul‑
taneously by up to 16 active beams. In Fig. 4 there are 170
cells, each representing a beam with a 250 km diameter.
The cell centers align with the beam centers, covering the
non‑zero‑density regions of the 4000 km x 2000 km net‑
work area. Wewill employ the LCCF‑BHD and FC‑BHD for
the outage performance comparison with our UCG algo‑
rithm.

To ascertain the near‑optimum grouping performance of
the UCG algorithm, we choose 𝑁 = 12 and 𝐾 = 4 due
to the super‑exponential computational complexity of the
exhaustive search, as we have established in Theorem 1.
For all other performance comparisons, we choose 𝑁 =
256 and 𝐾 = 16.

The performance measures that we use throughout this
section are the minimum mutual separation distance be‑
tween user clusters within the same group (and thus
served simultaneously), user‑cluster SINRs (across the
entire population), SINRs of the worst users and the out‑
age probability. In addition to evaluating the overall per‑
formance, we study the performance speci ically for the
worst user clusters to illustrate the fair scheduling advan‑

Fig. 4 – Coverage of the ixed‑cell beam‑hopping design
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Algorithm3MMDGA:Max‑min distance greedy grouping
algorithm for user‑cluster grouping.
Input: 𝒰, 𝐾
1: Initialize: 𝑆 = ⌈ |𝒰|

𝐾 ⌉, 𝒢1 = ∅, … , 𝒢𝑆 = ∅, 𝒰pool = 𝒰
2: for 𝑖 = 1 ∶ 𝑆 − 1 do
3: select 𝑢 ∈ argmax𝑣∈𝒰pool

Ω (𝑣; 𝒰pool)
4: 𝒢𝑖 ← {𝑢}
5: 𝒰pool ← 𝒰pool {𝑢}
6: while |𝒢𝑖| ≠ 𝐾 do
7: select 𝑢 ∈ argmax𝑤∈𝒰pool

min𝑣∈𝒢𝑖
‖𝑤 − 𝑣‖2

8: 𝒢𝑖 ← 𝒢𝑖 ⋃ {𝑢}
9: 𝒰pool ← 𝒰pool {𝑢}

10: end while
11: end for
12: 𝒢𝑆 ← 𝒰pool
13: Return: 𝐺 = {𝒢1, … , 𝒢𝑆}

tage of our UCG algorithm.

4.2 The minimummutual separation distance
performance

First, we evaluate the performance of our UCG algorithm
in terms of the minimum mutual separation distance for
multiple random realizations of the user‑cluster locations
from the non‑uniform user‑cluster distribution as de‑
scribed above. The performance of our grouping algo‑
rithm is compared with the exhaustive search, the MMDG
algorithm, and the IKM algorithm.

4.2.1 The near‑optimality of the UCG algorithm
solution

We compare our proposed UCG algorithm with the op‑
timum exhaustive search solution to con irm its near‑
optimal performance in Fig. 5. This comparison is held
only for a small set of user clusters due to the super‑

Fig. 5 – Histograms of the minimummutual distance separation for the
exhaustive search and the proposed UCG algorithm for 𝑁 = 12, 𝐾 = 4,
and 20 realizations of the uniformly distributed user‑cluster locations
over a geographical area of 20 km × 20 km.

Table 3 – Statistical comparison between theminimummutual distance
of the exhaustive search and the proposed UCG algorithm

Statistical Parameter Exhaustive Search UCG algorithm

25th Percentile 4.3248 4.2129
Median 5.2811 5.1848

75th Percentile 6.2116 6.0457
95th Percentile 7.0298 6.6342

Mean 5.1635 4.9348
Variance 1.9608 2.0061

exponential complexity of the exhaustive search. The con‑
sidered data set is limited to 20 different realizations of
12 user clusters uniformly distributed over a geographi‑
cal area of 20 km × 20 km and 4 RF chains.

Fig. 5 shows that the minimum mutual distance separa‑
tion between the group members in the optimal solution
obtained by the exhaustive search ranges from 2 km to 7
km, with the majority of occurrences around 5 km. The
mean and median values for the minimum mutual dis‑
tance achieved by the exhaustive search are 5.1635 and
5.2811, respectively. The proposed UCG algorithm can
achieveminimummutual distances in the range of 1.5 km
to 6.5 km with the most repeated occurrences around 6
km. The mean and median values for the minimum mu‑
tual distance achieved by our UCG algorithm are 4.9348
and 5.1848, respectively. These results indicate the poten‑
tial of our UCG algorithm to perform close to the optimum
solution generated by the exhaustive search. Table 3 pro‑
vides the summary statistics for theminimummutual dis‑
tance achieved by the exhaustive search and the proposed
UCG algorithm, further solidifying the near‑optimumper‑
formance of our UCG algorithm.

4.2.2 Performance comparison with the MMDG
algorithm and IKM algorithm

Next, we evaluate the minimum mutual distance perfor‑
mance of our proposed UCG algorithm in comparison to
that of the MMDG algorithm and IKM algorithm for larger
networks. Fig. 6 provides the histograms for the mini‑
mum mutual distances that can be achieved by the user‑
cluster groupings of the proposed UCG algorithm, the
MMDG algorithm, and the IKM algorithm. This igure is
generated for 100 realizations of 256 user‑cluster loca‑
tions non‑uniformly distributed over the 4000 km × 2000
km network area. There are 16 RF chains on the satellite
to serve the user clusters.

Fig. 6 clearly shows that our UCG algorithm achieves su‑
perior performance when compared to the MMDG algo‑
rithmand IKMalgorithm in terms of theminimummutual
separation distance. Speci ically, this igure illustrates
that the proposed UCG algorithm consistently maintains
aminimummutual distance ranging between 210 km and
350 km, and exceeds the beam diameter𝐷𝐵 = 250 km for
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97% of the time. This observation implies that our UCG al‑
gorithm achieves user‑cluster scheduling that can avoid
the occurrence of overlapping beams successfully with a
very high probability.

On the other hand, the MMDG algorithm can achieve a
minimum mutual distance separation of only up to 70
km and the IKM algorithm of up to 200 km. The pres‑
ence of small values for the minimum mutual distance in
the MMDG algorithm and IKM algorithm implies the ex‑
istence of disadvantaged user clusters served simultane‑
ously without adequate separation for effective interfer‑
ence mitigation. This observation further suggests that
the beam‑hopping plan derived from these grouping al‑
gorithms will not be adequate in catering to the demands
of all user clusters.

The main reason for the low minimum mutual distance
performance for the MMDG algorithm and the IKM algo‑
rithm is that they cannot maintain fairness between the
groups formed at different stages of the grouping process.
To illustrate this point further, we present a visual com‑
parison of the colored mapping of the grouping solutions
produced by our UCG algorithm and theMMDG algorithm
for a particular realization of user‑cluster locations in Fig.
7. Each color represents a group of user clusters. The
color code for the irst and last groups is as follows: The
dark blue color represents the irst formed group, while
the dark crimson color represents the last group of user
clusters.

The igure shows that the MMDG algorithm gives the ad‑
vantage of sizeable mutual separation distances for the
irst‑formed groups over the last groups. The user clus‑
ters coded by the dark blue color are nicely separated for
the MMDG algorithm. This comes at the cost of the di‑
minished mutual distance of the user clusters in the last
groups, where the user clusters are very close to each

Fig. 6 – Histograms of the minimummutual distance separation for the
UCG algorithm, the MMDG algorithm, and the IKM algorithm for 𝑁 =
256, 𝐾 = 16, and 100 realizations of the non‑uniformly distributed
user‑cluster locations over a geographical area of 4000 km × 2000 km.

other. This unfair scheduling of the user clusters results
in a degradation of the level of the offered service to the
user clusters in the last groups. On the other hand, thanks
to itsmax‑min fairness advantage, this scenario is avoided
by the proposed UCG algorithm. The user clusters are
fairly distributed over the formed groups. Even for the
last group represented by the dark crimson color, the user
clusters are well separated.

Fig. 7 – A particular realization of grouping solutions produced by the
UCG algorithm and the MMDG algorithm (𝐾 = 16). (a) Non‑uniformly
distributed 256 user‑cluster locations over the network area 4000 km
× 2000 km. (b) The grouping solution produced by the UCG algorithm.
(c) The grouping solution produced by the MMDG algorithm.
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4.2.3 The effect of the number of RF chains
on the minimum mutual distance perfor‑
mance

Westudy the effect of the number of RF chains on themin‑
imum mutual distances achieved by our UCG algorithm,
theMMDGalgorithm, and the IKMalgorithm in Fig. 8. The
performance curves in this igure are obtained by averag‑
ing over 100 realizations of non‑uniformly distributed 256
user‑cluster locations over the network area 4000 km ×
2000 km.

The igure shows that the UCG algorithm achieves a
higher value of the minimum mutual distance than those
achieved by the MMDG algorithm and IKM algorithm for
all values of the RF chains. In particular, the UCG algo‑
rithmcan achieveminimummutual distance up to 705 km
and452kmhigher than those achievedby theMMDGalgo‑
rithm and the IKM algorithm (when 𝐾 = 4), respectively.

As the number of RF chains increases, the minimum mu‑
tual distances achieved by all three algorithms decrease.
This is due to the larger group sizes formed by the algo‑
rithms when 𝐾 is bigger, which increases the possibility
of serving nearby user clusters with smaller mutual dis‑
tances. It is important to note that ourUCGalgorithmcon‑
sistently achieves an average minimum mutual distance
exceeding the250kmbeamdiameter for up to𝐾 = 24. On
the other hand, the MMDG algorithm and IKM algorithm
struggle to sustain a minimum mutual distance separa‑
tion above 250 km, even for a small number of RF chains.

Overall, it is clear from Fig. 8 that both the MMDG al‑
gorithm and IKM algorithm have a higher possibility of
grouping nearby user clusters for simultaneous service
provisioning compared to our proposed UCG algorithm.
Among the three algorithms, the MMDG algorithm ex‑
hibits the poorest minimum distance separation perfor‑

Fig. 8 – Theminimummutual distance between the user clusters for the
proposed UCG algorithm, the MMDG algorithm, and the IKM algorithm
for different numbers of RF chains (𝑁 = 256). The curves are obtained
by averaging over 100 realizations of non‑uniformly distributed user‑
cluster locations over a geographical area of 4000 km × 2000 km.

mance due to its greedy nature and unfair scheduling of 
the user clusters in the inal groups.

4.3 SINR and outage performance
In this section, we provide a thorough investigation of 
the SINR and outage performance of our proposed UCG 
algorithm, relative to other benchmark algorithms. The 
user‑cluster SINRs are an important performance mea‑ 
sure for the grouping algorithms that directly relate to 
multibeam‑hopping GEO satellite throughput. After 𝑆
groups 𝒢1, … , 𝒢𝑆 of user clusters are formed, we compute 
the SINR, denoted by 𝛾𝑘,𝑖 (𝐻), at user cluster 𝑢𝑘,𝑖 ∈ 𝒢𝑖 ac‑ 
cording to (4), where 𝐻 is the channel matrix given by (2). 
We select the digital beamforming matrix 𝐷 to be both 
a zero‑forcing ilter (hybrid beamforming) and identity 
matrix (pure analog beamforming) to compute 𝛾𝑘,𝑖 (𝐻) in 
our numerical results below.

The outage curves are plotted by converting user‑cluster 
SINRs to data rates using Shannon’s formula according to
(5) and comparing the data rates with the target rates.

4.3.1 SINR histograms
We start the discussion by studying the histograms of the 
offered SINR values by the UCG, MMDG, and IKM algo‑ 
rithms, which are given in Fig. 9. They are generated by 
using analog beamforming, without any interference can‑ 
cellation in the digital domain, for the entire user‑cluster 
population, as well as for the worst ten percent of the user 
clusters and the worst user cluster. We study the SINR 
distribution for the disadvantaged user clusters to high‑ 
light the fairness advantage of our UCG algorithm in meet‑ 
ing user demands compared to the other algorithms.

The igure illustrates that the SINR values offered by our 
proposed UCG algorithm range from 6 dB to 16 dB. In con‑ 
trast, the SINR values provided by the MMDG and IKM al‑ 
gorithms exhibit a wide variation, spanning from −7 dB 
to 16 dB and from −4 dB to 16 dB, respectively. In par‑ 
ticular, the SINR variance across the entire population of 
user clusters provided by our UCG algorithm is 84.4% and 
60.9% less than the SINR variance provided by the MMDG 
and IKM algorithms, respectively. Our UCG algorithm re‑ 
duces the SINR variance signi icantly without sacri icing 
the mean SINR performance.

In addition to less variation in the offered SINR, our UCG 
algorithm also improves the SINR provided for the worst 
user cluster, as indicated in Fig. 9. In particular, the 
mean value for the worst user‑cluster SINR achieved by 
our UCG algorithm is 8.3066 dB. On the other hand, it is 
equal to −4.1390 dB and 0.0863 dB for the MMDG and 
IKM algorithms, respectively. The median values for the 
worst user‑cluster SINRs for the UCG, MMDG, and IKM 
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Fig. 9 – Histograms of the offered SINRs for the UCG algorithm, the 
MMDG algorithm, and the IKM algorithm for 𝑁 = 256, 𝐾 = 16, and 100 
realizations of the non‑uniformly distributed user‑cluster locations over 
a geographical area of 4000 km ×2000 km. (a) SINR histograms for 
the entire user‑cluster population. (b) SINR histograms for the worst 
ten percent of the user‑cluster population.(c) SINR histograms for the 
worst user cluster.

algorithms are 8.3121 dB, −4.0963 dB, and −0.2777 dB, 
respectively.
The superiority of our UCG algorithm is not exclusively
limited to the worst user‑cluster SINR value. The offered
SINR to the worst ten percent of the user clusters by our
UCG algorithm is in the range of 7 dB to 11 dB, while it

Table 4 – Statistical comparison between the offered SINR by the pro‑
posed UCG algorithm, MMDG algorithm, and IKM algorithm to theworst
ten percent of the user‑cluster population

Statistical Parameter UCG alg. MMDG alg. IKM alg.

25th Percentile 9.2854 −1.6589 4.7717
Median 9.6622 1.5680 7.9492

75th Percentile 10.0013 4.5097 9.1900
95th Percentile 10.3311 7.2431 9.8127

Mean 9.5898 1.4393 6.6364
Variance 0.3028 13.8717 10.4921

ranges from −7 dB to 9 dB, and from −3 dB to 11 dB for
the MMDG and IKM algorithms, respectively. To corrob‑
orate this observation further, we provide key summary
statistics for the SINR values provided to the bottom ten
percent of the user clusters by the three algorithms in Ta‑
ble 4. Our UCG algorithm signi icantly outperforms the
MMDG and IKM algorithms across all statistical measures
given in Table 4.

4.3.2 Effect of the number of RF chains on the
SINR performance

Next, we focus on the effect of the number of RF chains
on the SINR performance for the UCG, MMDG, and IKM
algorithms. We study the SINR values offered only to the
worst ten percent of the user‑cluster population (see Fig.
10). For the entire population, the mean SINR perfor‑
mance for the three algorithms is similar. For the worst
user cluster, our UCG algorithm outperforms the others
more signi icantly.

In Fig. 10(a), we plot the average SINR performance for
the UCG, MMDG, and IKM algorithms when analog beam‑
forming is used to steer the beams towards the served
user‑cluster locations. As shown in this igure, our UCG
algorithm attains superior SINR values for all values of𝐾 ,
surpassing those of the MMDG and IKM algorithms by up
to 8.16 dB and 2.94 dB, respectively.

In Fig. 10(b), we plot the average SINR performance for
the UCG, MMDG, and IKM algorithms when zero‑forcing
hybrid beamforming is employed for interference cancel‑
lation in the digital domain, along with beam steering
in the direction of the served user clusters using analog
beamforming. Similar to the analog beamforming sce‑
nario, our UCG algorithm outperforms the MMDG and
IKM algorithms signi icantly in the hybrid beamforming
case.

More importantly, we observe that our UCG algorithm
derives the greatest advantage from the use of hybrid
beamforming when compared to the MMDG and IKM al‑
gorithms. This is because the interference cancellation
ability of the zero‑forcing hybrid beamforming in the dig‑
ital domain is limited to the scenarios in which the si‑
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Fig. 10 – The worst ten percent SINR for the proposed UCG algorithm,
theMMDGalgorithm, and the IKMalgorithmas a function of the number
of RF chains for 𝑁 = 256 and 100 realizations of the non‑uniformly
distributed user‑cluster locations over a geographical area of 4000 km
× 2000 km. (a) Average analog beamforming SINR. (b) Average hybrid
beamforming SINR.

multaneously active beams are suf iciently spaced apart.
It is also clear that the SINR does not change with 𝑘 for
the small number of RF chains (up to 𝑘 = 16) while it
decreases for the case of (𝑘 = 32). This is because of
the bigger size of the user‑cluster group and as the ac‑
tive beams approach each other, as is the case with user
clusters in the same group that are close in proximity, the
zero‑forcing hybrid beamforming struggles to cancel the
IBIwithout signi icantly compromising the direct channel
gain.

Our UCG algorithm maintains high values for the mini‑
mum mutual distance as a function of 𝐾 (see Fig. 8),
enabling effective interference cancellation with zero‑
forcing hybrid beamforming. This observation under‑
scores the critical role of our UCG algorithm in the con‑
text of hybrid beamforming for multibeam‑hopping GEO
satellite networks. On the other hand, the minimum mu‑
tual distance gets smaller and the MMDG and IKM algo‑
rithms cannot maintain suf icient separation among the
user clusters in the same group when the number of

RF chains on the satellite payload increases (see Fig. 8
again). Hence, they are unsuited for multibeam‑hopping
GEO satellite networks with zero‑forcing hybrid beam‑
forming.

4.3.3 Outage performance
Finally, we investigate the outage performance of our UCG
algorithm, comparing it to theMMDGand IKMalgorithms,
as well as the FC‑BHD and LCCF‑BHD schemes. We de ine
the average outage percentage, which is the main perfor‑
mance metric that we focus on in this part, according to

𝐹(𝑅𝜏) ≜ 1
𝑁 E ⎡⎢

⎣

𝑆
∑
𝑖=1

|𝒢𝑖|
∑
𝑘=1

1𝑅𝑘,𝑖(𝐻)<𝑅𝜏
⎤⎥
⎦

, (12)

where 𝑅𝜏 is the target (requested) rate, 𝑅𝑘,𝑖 (𝐻) is the
achieved data rate at the 𝑘th user cluster belonging to the
𝑖th group, which is computed according to (5), and the ex‑
pectation is taken over random user‑cluster locations.

The beam dwell‑time fractions (i.e., 𝛼𝑖’s in (5)) for the
UCG, MMDG, and IKM algorithms are set to 1

16 for all the
user‑cluster groups. For the LCCF‑BHD, they are deter‑
mined based on the beam‑hopping cycle for each particu‑
lar realization of user‑cluster locations, uniformly across
all user‑cluster groups. The FC‑BHD scheme’s cells with
no user cluster receive zero beam dwell‑time fractions.
The time fraction allocations for the remaining cells are
determined based on the beam‑hopping cycle for each
particular realization of user‑cluster locations, again uni‑
formly across all the cells.

We illustrate the average outage percentage of our UCG
algorithm as a function of the target rate, in compari‑
son to MMDG and IKM algorithms and LCCF‑BHD and FC‑
BHD schemes, in Fig. 11. The outage percentage curves
are averaged over 100 random realizations of 256 non‑
uniformly distributed user‑cluster locations. Among the
three algorithms and two beam‑hopping cell designs, the
FC‑BHD scheme is the only ixed‑cell design approach for
multibeam hopping.

Starting with Fig. 11(a) where we show the outage per‑
formance with analog beamforming, we observe that our
UCG algorithmoutperforms the other approaches. In par‑
ticular, our UCG algorithm achieves zero outage percent‑
age up to 100 Mbps target rate, with a sharp transition
to a hundred percent outage afterward. This observation
indicates that our UCG algorithm delivers a uniform rate
to non‑uniformly distributed user clusters by achieving
max‑min fairness in separation distance across different
user‑cluster groups. We call the data rate atwhich a sharp
transition to full outage occurs zero‑outage data rate.

The MMDG and IKM algorithms, however, both lead to
outage before reaching the target rate of 100Mbps, with a

©International Telecommunication Union, 2024206

ITU Journal on Future and Evolving Technologies, Volume 5, Issue 2, June 2024



Fig. 11 – User‑cluster outage percentage for the UCG, MMDG, and IKM
algorithms, as well as the LCCF‑BHD and FC‑BHD schemes for 100 re‑
alizations of 256 non‑uniformly distributed user‑cluster locations over
a geographical area of 4000 km × 2000 km. (a) Analog beamforming
outage performance. (b) Hybrid beamforming outage performance.

sharp transition to a hundredpercent outage at this target
rate. This is because they cannot regularize theminimum
mutual separation distance to the same extent as our UCG
algorithm does (see Fig. 6), which inevitably causes out‑
ages for a certain percentage of the user‑cluster popula‑
tion at almost all target rates above 10 Mbps.

The LCCF‑BHD scheme has a sharp transition in the out‑
age percentage at a target rate of 50 Mbps, half the tar‑
get rate achieved by our UCG algorithm. This observa‑
tion suggests that the LCCF‑BHDscheme is capable of pro‑
viding a uniform rate to non‑uniformly distributed user
clusters, similar to our UCG algorithm. However, its out‑
age performance is considerablymore limited in compar‑
ison, as it reaches full outage at a rate half that of our UCG
algorithm. The reason for the LCCF‑BHD scheme’s lim‑
ited performance is the large spatial isolation separation
it employs, which restricts the optimal utilization of all
available RF resources on the satellite payload. As a re‑
sult, the beam‑hopping cycle for the LCCF‑BHD scheme is
extended, leading to reduced data rates.

The FC‑BHD scheme exhibits the poorest outage perfor‑
mance among the others. It has a ramp‑type transi‑
tion from zero outage to the full hundred percent outage
with a median target rate of 50 Mbps. In particular, the
data rates delivered by the FC‑BHD scheme are very het‑
erogeneous across the user clusters. This is due to the
rigid ixed‑cell design paradigm adopted in the FC‑BHD
scheme, which hinders the equitable distribution of com‑
munication resources across regions with varying popu‑
lation densities. Last but not least, we note that the FC‑
BHD scheme is also affected adversely by the existence of
cell‑edge user clusters since the user clusters can be lo‑
cated anywhere inside a cell. In contrast, our UCG algo‑
rithm, along with other cell‑free designs, does not suffer
from the cell‑edge user‑clusters phenomenon since the
beams are always centered at the user‑cluster locations.

In Fig. 11(b), we present the corresponding outage per‑
centage curves obtained with zero‑forcing hybrid beam‑
forming. As illustrated by the igure, the same qualita‑
tive trends continue to hold for the hybrid beamform‑
ing scenario, re lecting those observedwith analog beam‑
forming. Speci ically, our UCG algorithm outperforms the
other methods, achieving delivery of regulated data rates
and displaying a higher target rate with a sharp transi‑
tion to full outage. The bene it of interference cancella‑
tion in the digital domain by hybrid beamforming is that
the zero‑outage data rate rises to 200 Mbps for our UCG
algorithm, as well as for the MMDG and IKM algorithms.
In contrast, hybrid beamforming does not offer advan‑
tages to the FC‑BHD and LCCF‑BHD schemes as they in‑
herently enforce substantial spatial separation between
active beams. These schemes aim to cancel interference
in the analog domain by design, rendering them less re‑
sponsive to hybrid beamforming for multibeam‑hopping
satellite networks.

4.4 The computational complexity

Table 5 shows the numerical results of the computational
complexity of theproposed algorithmcompared to the ex‑
haustive search and the benchmark algorithms for differ‑
ent user‑cluster set sizes and a ixed number of RF chains
(𝐾 = 16). It is clear from the table that the exhaus‑
tive search has a super‑exponential computational com‑
plexity to coordinate the multiple beams and this com‑
plexity is signi icantly reduced when our UCG algorithm
is used. Moreover, although the proposed algorithm has
a higher computational complexity than, or the same as,
the MMDG algorithm or the IKM algorithm, respectively,
it has the advantage of superior performance as shown in
igures 6, 8, 9, 10 and 11.
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Table 5 – Numerical results of the computational complexity of the ex‑
haustive search, the proposed UCG algorithm, the MMDG and IKM algo‑
rithms for 𝐾 = 16

𝑁 Exh. Search UCG MMDG IKM

Order exp ((𝐾 − 1) 𝑆 log𝑆) 𝑁3 𝑁2 log𝑁 𝑁3

128 8.0131643𝑒 + 46 100, 352 34, 528 100, 352
256 3.244182𝑒 + 125 802, 816 157, 826 802, 816
512 ∞ 6, 422, 528 710, 218 6, 422, 528

5. CONCLUSION

In this paper, we have developed a novel user‑cluster
grouping algorithm for multibeam‑hopping GEO satel‑
lite networkswithnon‑uniformlydistributeduser‑cluster
locations. Our method utilizes a density‑based se‑
quential grouping algorithm, effectively transforming the
exponentially‑complex optimum grouping problem into
a line search procedure. Operating within polynomial
time, our algorithmgenerates near‑optimumuser‑cluster
groupings, ensuring well‑separated user‑cluster loca‑
tions for ef icient simultaneous service provisioning.

One of the key performance metrics that we have focused
on in the paper is the minimum mutual distance separa‑
tion, serving as a proxy for evaluating service quality de‑
livered to the worst‑case user‑cluster locations. We have
shown that our algorithm produces a distribution for the
minimummutual distancemetric that is statistically simi‑
lar to what is generated by the exhaustive searchmethod.
In particular, the mean and median values for the min‑
imum mutual distance separation obtained by our algo‑
rithm and the exhaustive search are 4.9348 and 5.1635
(mean), and 5.1848 and 5.2811 (median), respectively. In
terms of distribution variance and percentile values, our
algorithm and the exhaustive search method also yield
similar summary statistics.

We have also evaluated the performance of our user‑
cluster grouping algorithm in terms of the offered user‑
cluster SINRs and data rates, in comparison to four other
benchmark approaches. We have demonstrated that our
algorithm surpasses the benchmark algorithms both in
terms of the offered SINR values and data rates, with
an improvement of up to 13 dB in SINR values provided
to the worst user locations. In a beam‑hopping setting,
our algorithm generates a beam‑hopping plan to deliver
uniform rates to non‑uniformly distributed user clusters,
with no outage up to the target data rates 100Mbps (pure
analog beamforming) and 200 Mbps (zero‑forcing hybrid
beamforming).

For future work, it is suggested to consider our user‑
cluster grouping algorithmwith LEO satellites. Moreover,
modeling the communication channel as a time‑varying
channel is another potential future research direction.

APPENDICES

Proof of Theorem 1
For the sake of simplicity, we will assume 𝑁 = 𝑆 ⋅ 𝐾 . The
general case where𝐾 does not divide𝑁 evenly without a
remainder follows from the same arguments.

The number of all feasible groupings in Σ is given by

|Σ| = 1
𝑆!

𝑆−1
∏
𝑖=0

(𝑁 − 𝑖𝐾
𝐾 )

= 1
𝑆!

𝑁!
(𝐾!)𝑆 .

Using Stirling’s approximation, |Σ| can be approximated
as

|Σ| ∼ 1
√

2𝜋𝑆 ( 𝑆
𝑒 )𝑆 .

√
2𝜋𝑁 ( 𝑁

𝑒 )𝑁

(
√

2𝜋𝐾)𝑆 ( 𝐾
𝑒 )𝑁

= ( 𝑒√
2𝜋 )

𝑆 𝑆(𝐾−1)𝑆

𝐾 𝑆−1
2

, (13)

where 𝑓(𝑛) ∼ 𝑔(𝑛) for any two functions 𝑓, 𝑔 means
lim𝑛→∞

𝑓(𝑛)
𝑔(𝑛) = 1. Taking the logarithm of both sides in

(13), we have

log |Σ| ∼ 𝑆 log( 𝑒√
2𝜋 ) (14)

+ 𝑆 (𝐾 − 1) log𝑆 − 𝑆 − 1
2 log𝐾.

Dividing both sides of (15) by 𝑆 log𝑆 and taking the limit
as 𝑁 → ∞, we get

lim
𝑁→∞

log |Σ|
𝑆 log𝑆 = 𝐾 − 1,

which concludes the proof.

Proof of Theorem 2
The CB‑SG algorithm satis ies the sequential grouping
property because it removes the user‑cluster groupings
𝒢1, … , 𝒢𝑖−1 it constructs from 𝒰 before forming the 𝑖th
user‑cluster group (line 3 in Algorithm 1).

For the second property, the irst constraint in (1)
amounts to the CB‑SG algorithm returning false for
the leftover variable, which always holds for 𝜌 <
min𝑢,𝑣∈𝒰∶𝑢≠𝑣‖𝑢 − 𝑣‖. The second constraint in (1) is satis‑
ied by the sequential grouping nature of the CB‑SG algo‑
rithm. The third and fourth constraints in (1) are trivially
satis ied by the construction of the algorithm.

For the third property, assume that ∣Π (𝑢, 𝜌
2 )∣ ≥ 𝑆 + 𝐾

for some 𝑢 ∈ 𝒰. Since the CB‑SG algorithm does not allow
any two user clusters to be in the same group 𝒢𝑖 for 𝑖 ∈
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[1 ∶ 𝑆 − 1] if their separation is less than 𝜌, there can be at
most one user cluster that belongs to both𝒢𝑖 andΠ (𝑢, 𝜌

2 )
for 𝑖 = [1 ∶ 𝑆 − 1]. This implies

∣
𝑆−1
⋃
𝑖=1

Π (𝑢, 𝜌
2) ⋂ 𝒢𝑖∣ =

𝑆−1
∑
𝑖=1

∣Π (𝑢, 𝜌
2) ⋂ 𝒢𝑖∣

≤ 𝑆 − 1, (15)

where the irst equality holds because 𝒢𝑖’s are disjoint
and the inequality follows from the above observation
that ∣𝒢𝑖 ⋂ Π (𝑢, 𝜌

2 )∣ ≤ 1.

To conclude the proof, we will show ∣𝒰 ⋃𝑆−1
𝑖=1 𝒢𝑖∣ > 𝐾 ,

which implies that the CB‑SG algorithm returns leftover
as true and it cannot group all the remaining user clusters
in the same group𝒢𝑆 at the inal hop. To this end, we have

∣𝒰
𝑆−1
⋃
𝑖=1

𝒢𝑖∣ ≥ ∣Π (𝑢, 𝜌
2)

𝑆−1
⋃
𝑖=1

𝒢𝑖∣

= ∣Π (𝑢, 𝜌
2)∣ − ∣

𝑆−1
⋃
𝑖=1

Π (𝑢, 𝜌
2) ⋂ 𝒢𝑖∣

≥ 𝑆 + 𝐾 − (𝑆 − 1)
= 𝐾 + 1,

where the last inequality follows from (15) and the as‑
sumption that ∣Π (𝑢, 𝜌

2 )∣ ≥ 𝑆 + 𝐾 .

Proof of Theorem 3
Themain computational complexity of the UCG algorithm
stems from the complexity of computing the congestion
measure Ω (𝑢; 𝒰rest) in the CB‑SG algorithm for the user
clusters that remain to be grouped. The complexity of
computing Ω (𝑢; 𝒰rest) for a single user cluster is 𝒪 (𝑁).
This computation is performed for each of the𝒪 (𝑁) user
clusters in each step and it is repeated for𝑆 = ⌈ 𝑁

𝐾 ⌉ times,
which leads to complexity 𝒪 (𝑁3).

The computational complexity of the UC‑SELECT proce‑
dure is only𝒪 (𝑁) since the group sizes are bounded by𝐾
and there are 𝑆 = ⌈ 𝑁

𝐾 ⌉ groups for each 𝐺 ∈ Σ̃. Similarly,
the computational complexity of the UC‑SWAP procedure
is also 𝒪 (𝑁).
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