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Abstract
This document describes general requirement for IPTV multicast network architecture, especially in a deployment perspective. To deploy IPTV multicast network and to provide the stable IPTV services amongst multicast service providers, we need the standardization activity about stable and robust multicast network architecture. Based on many multicast test experiences and test results, we are going to propose the reference model for the IPTV multicast network.
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1 Introduction
To Deploy IPTV multicast network as nation wide scale and to provide the stable IPTV services amongst multicast service providers, there are so many deployment issues. And we need the standardization activity about stable and robust multicast network architecture. To solve that issues and get the optimal multicast network architecture, we made many test scenario and test case, and we could get many useful test results. In this document, we are going to propose the reference model for the IPTV multicast network based on any multicast test experiences and test results. 
2 Scope
This document describes general requirement for IPTV multicast network architecture, especially in a deployment perspective. 
3 Topology Requirements 
3.1 Optimal RP Positioning

Location of RP not only affects IPTV service delay, but also network burden. Optimal RP positioning depends upon SPs’ network topology and their multicast traffic path. One of main reasons to apply multicast is to reduce backbone traffic produced by redundant customers’ request, so it is advantageous to locate RP near the source compare to locate it somewhere in middle of backbone.
3.1.1 Loop free, Delay/Jitter independent, stability guarantee topology3.1.2 Optimal position to exchange SA information amongst multicast service provider3.2 Optimal RP redundancy mechanism
RP redundancy should be guaranteed to improve IPTV service stability in case of RP failure. SPs need to design their RPs not only to maximize service stability, but also to minimize service recover time during RP failure.
3.2.1 Dynamic vs. Static (Anycast)Once SPs decide optimal RP position in their network, they need to consider how to configure RP to maximize service efficiency. There are basically two ways of selecting RP, one is dynamic RP selection, and the other is static RP selection. It is often difficult to define one way is superior to the other such that SPs should decide which way is the best practice for their own network.
3.2.2 Should consider following itemsWhen SPs design their RP, they should consider the followings.

3.2.2.1 Service recovery time in RP failure 
When there happened RP failure, it should minimize their service recovery time. Normally static RP recovers compare to dynamic RP.
3.2.2.2 Operation issues: Configuration & Troubleshooting
RP should be designed in a way that it should not bring too much operational overhead and should be advantageous to troubleshooting. In case of static RP, all routers running multicast routing protocol, such as PIM-SM, must include adequate configuration to designate their RP. However, dynamic RP does not require duplicate of configuration for all routers. For troubleshooting, dynamic RP normally require much more complicated steps to track the problem whereas static RP is relative much simpler to troubleshoot.
3.2.2.3 Feasibility issues: Vendor status
When selecting RP with a dynamic way, one thing to keep in mind is, it should always select an identical RP for the groups in a network. RP for a group “A” should be RP “A”, it cannot be any other RP for that group. When selecting RP with a dynamic way, router venders use some algorithm to select a primary RP among their RP candidates, but it could be compatibility issues among vendors. So it is essential to check if they all work with an expected manner.
3.3 Multicast Traffic Load balancing Requirements
3.3.1 Based on source IP, channelsMulticast distribution tree is always established by following the interface where the “JOIN” message received. When multicast routers receive a join message, multicast routing protocol normally send its join message to one of the multicast interfaces. If some groups have the same source, among multiple multicast interfaces, only one of them is selected and sends the join. In an ECMP environment, all multicast interfaces cannot be used to distribute multicast traffic; instead only single interface is used. To load sharing the traffic, it is best to distribute multicast source for different groups, but it should be considered with SPs’ design philosophy.
4 Availability Requirements
4.1 Multicast Service failure recovery time: guarantee non stop forwarding for multicast traffic
Unlike data services, IPTV services are delay and jitter sensitive applications. Customers for data services may not recognize an instant network failure, but IPTV customers easily recognize since it may pause or even may not display at all. When there is network failure, multicast traffic is recovered after all routing status is restored such that it is essentially difficult to guarantee non stop forwarding for multicast traffic. SPs need to optimize to decrease service recovery time in a way to minimize routing status recovery and maintain multicast traffic as close as possible to customer side.
4.2 Link/Node failure recovery time: guarantee non stop forwarding for multicast traffic
Already mentioned above.

4.3 Guideline for High availability feature
Two most critical quality factors to increase IPTV service stability are channel zapping time and service recovery time for network failure. These two factors cannot be defect free, but can be maintained as minimum as possible by improving network availability.
4.3.1 Multicast Traffic ready condition for whole PIM links
4.3.1.1 The Use of Static IGMP Join, No service interruption from Link, Node failure
Static join can decrease service delay by maintaining multicast traffic to somewhere close to customers. Applying static join can not only somewhat decrease service impact from intermediate link/node failure, but also drop service delay time. Although static join has many pros, it spends network resource, especially in an access network, so the feature should be applied with SPs’ environment.
4.3.2 Non stop forwarding features for multicast traffic
4.3.2.1 PIM, IGP, BGP Graceful restart, and No service interruption from PIM neighbor cutoff
Multicast services are mostly effected by network link failure and/or routing protocol neighbor down. There have been graceful restart techniques to avoid temporary service disruption during link failure and neighbor down. If these techniques are applied along with static join, SPs can improve multicast service stability during temporary outages. One thing to remind is that graceful restart feature is sometimes not compatible among vendors, so make sure if all vendors’ equipments work as an expected manner.
4.3.3 Fully redundant system architecture & topologySPs’ network should be fully redundant system architecture and topology such that a single point of failure should not affect the whole network.

4.3.4 Robust network against Any DoS attacksSPs’ network should be designed to be robust such that it can tolerate unexpected DoS attacks.
4.3.5 ISSUBy ISSU feature, multicast service should not be affected even in a maintenance period such as software upgrade.
5 Multicast QoS Requirements
TBD
5.1 Perfect provisioning for multicast traffic

5.2 Differentiated service for multicast traffic

5.2.1 Stern traffic Classification & marking, PHB
5.3 Multicast traffic Monitoring & analysis for each service group

5.4 Performance monitoring for each service group

5.5 Performance factor for IPTV service

5.5.1 Channel change delay time limitation
5.5.1.1 Multicast leave time for old channel

5.5.1.2 Multicast Join for new channel

5.5.1.3 I-frame delay

5.5.1.4 Jitter buffer fill

5.5.1.5 Mpeg decode buffer fill

5.5.2 Voice & Video Delay/Jitter limitation6 Multicast security Requirements
This section describes general requirements for multicast security. This paper only focuses on deployment aspects of multicast security, so broader meaning of multicast security can be added in a later version.
Security is the most critical issue for multicast network deployment, so we need very stern multicast requirements. In this section, we just describe the multicast security requirements based on only network level not application level.
6.1 RP security

6.1.1 RP: Group range filtering All multicast groups send join messages toward RP in a domain by default. When configuring RP, it is necessary to designate specific group addresses so prevent unwanted groups from sending join messages to alleviate RP overload.
6.1.1.1 For example, except approved GLOP address for KT IPTV service (: 233.18.158.0/24), whole other group range should be filtered in RP.
KT only accepts group address of 233.18.158.0/24 to send join messages to RP, otherwise drop all join messages.

6.1.2 PIM register message filtering: only approved source can register in RPEvery first hop router sends source registration toward RP once they receive multicast packet from any source. RP needs to apply PIM register message filter so as to prevent unwanted sources from sending by bogus sources.
6.1.3 MSDP SA filter: Limitation for SA information per MDSP peer, per source, per instanceMSDP SA messages contain source and group information for RPs in PIM-SM domains, and they exchange SA messages without filtering them for specific source or group addresses by default. MSDP SA filter is necessary to prevent bogus (S, G) from sending.
6.2 PIM router security

6.2.1 Multicast Route limit This feature is necessary to limit the impact of denial of service attacks based on creating bogus IP multicast routing states.

6.2.1.1 To protect against any kind of Worm attack via multicast routing update

6.2.2 BSR message filtering If RP selection is selected by a static way, it is necessary to block bootstrap messages to prevent RP from overriding the information. Fault RP information can be inserted and spread into the network by malicious users, and results in source interception or service failure. If SP’s domain does not use bootstrap messages to select RP, it is recommended to block bootstrap messages in multicast routers.
6.2.3 PIM authentication among each neighborsThe definition and purpose of this feature is the same as that of IGP/BGP authentication. It is highly recommended to block PIM neighborship facing customer interfaces to prevent unwanted information from spreading out.
6.2.4 TCP/ICMP message filtering for 224/4Multicast traffic is transported using UDP. It is recommended to block any TCP and ICMP packets destined to all multicast addresses at all multicast routers.

6.2.4.1 Because only UDP traffic around 224/4 is used for IPTV service

6.3 Last mile PIM router

6.3.1 Filtering all multicast traffic except approved IGMP join messages; Protection against multicast source spoofing
In the last mile, it is necessary to apply filtering to block spoofed customer IP, multicast sources sent from customer side, and PIM neighborship with customer facing interface.
7 References
TBD
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TBD
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TBD
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