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1. Document Scope
Being different from the traditional centralized content delivery in which a video program is delivered to and stored in a centralized media server, this technical proposal addresses the basic architectural requirements for content delivery in a distributed IPTV deployment in which a video program is delivered to and stored in many distributed media servers. The centralized and distributed content deliveries are the two options for content delivery to be chosen.  The scope of the distributed content delivery discussed in this proposal includes the distributed content delivery architecture, content location management, the distribution protocol and security considerations. Content streaming is considered to be covered by protocols such as RTSP/RTP and will not be discussed in this proposal.

2. Introduction
In an IPTV value chain, media servers (VoD servers) provide the capabilities of content storage and content streaming. In a distributed IPTV deployment, content acquisition and storage are aggregated in a central media server at operator’s Super Headend, while content streaming is provided from the edge media servers that are deployed close to operator’s access networks.  The central media server keeps full copies of all contents, while edge media servers may only cache the popular contents in order to reduce the deployment costs of edge media servers.  The contents stored in central media server need to be distributed to edge media servers in an effective way so that the content delivery from central to edge imposes less intrusive bandwidth demand to the operator’s backbone network, in the meanwhile, provides fast response time to guarantee QoE of end users. 

3. Content Storage and Distribution Format

Usually the size of a video program file is fairly large, e.g. a 1 hour-long 2M bps clip is around 0.9G bytes in size. It is a challenge to store and distributed video program files in its entirety efficiently and reliably. So, when storing video contents to the media servers, media servers should divide a lengthy program into segments around several minutes long each, e.g. 4 or 5 minutes each.  A Segment at this granularity is more manageable, maintainable, and distributable.  

The followings should be considered for program segmentation. 

· Segment should be generated in codec frame boundary.

· Partitioning should be codec format aware. E.g., it should support codec format like MPEG-2, MPEG-4, VC-1, H.264 and AVS.

· Partition should be able to be applied to both clear-text and encrypted contents.

· It is preferred to build a codec format agnostic frame index file to quickly identify any frame within the segment and the entire program file.
4. Centralized Content Location Management
At operator’s Super Headend, a centralized content location management module is responsible for keeping track of the locations of all the content in the entire system. It should maintain a network topology database, a content location database, and a content distribution session database. 

The network topology database describes the topology of the media servers and the network topology among them. Content is copied from one location to another by creating content distribution sessions between two media servers in the two locations. These sessions are created and deleted in the content distribution session database as the copy process starts and finishes. This information is used by the content location management module to keep track of the bandwidth usage among the media servers and the central site. 

The characteristics of the centralized content location management include the followings

· It should be able to track each content program and segment location in the distributed media servers.

· It should be able to keep track of the distribution sessions among media servers.

· It should keep statistical and historic data of content delivery and copy sessions. These data could be used for calculating content popularity and guiding future content distribution.

5. Content Distribution Protocols
As described in section 3, a lengthy program is divided into smaller segments for storing, distribution and streaming.  And initial distribution is typically through content pushing.  The content is populated from central media server to edge media servers according to the policy, schedule and distribution topology provided by centralized content location management database. 

In most of the deployments, operators might choose to push to edge media servers only the initial portions of the contents to start with.  Thus, when viewers request a piece of content from an edge media server, it has to dynamically “pull” the rest from central media server.  In pulling mode, central media server distributes the content according to its bit rate times a configurable factor to provide this flexibility.  When an entire program is missing from the edge media server and the content is pulled from the central media server, the viewer only needs to wait for the first few frames and starts watching.
In general, the content delivery protocols should flexible enough to support the followings.

· Policies for content distribution. It could be percentage based, e.g. a portion of or the entire content. 
· Scheduled content pushing. Operators could specify a time widow to populate the contents to all media servers. 

· Dynamic content pulling. When a program is missing from the edge media server and subscribers are requesting for the program. Together with centralized content location management module, the protocol should be able to quickly identify a source of the content and start copying.

· In the distributed content delivery system, it is preferred to have multiple sources for content pulling, in order to speed up the content distribution process and fully utilize the network bandwidth and streaming server capacity in different network segments.


[image: image1]
6. Content Integrity and Authenticity
To ensure the content and segment data integrity during content distribution,. A digital signature is preferred to be generated for each content file and its segments for its authenticity.

7. Proposal  

In this contribution, we proposed the Architecture Requirement for Distributed IPTV Content Delivery System, and we suggest include:
· The architecture for distributed IPTV content delivery;

in FGIPTV-OD-0027e (Draft Architecture Document) and in the section 6 - Media Distribution and Delivery Function Set of FGIPTV-OD-00030e (Architecture Living List) of WG1,
We also suggest study and detail the following: 
· The content location management; 
· The content storage and distribution format; 
· The content distribution protocols;

· The content distribution session monitoring and control;

· Security requirement;
in section 8 - Content distribution aspects of FGIPTV-OD-00010 (Working Document on “Requirements of IPTV Network control aspects) of WG4.
___________
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