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This document provides text for Working Document: Traffic Management Mechanism for the Support of IPTV Services v2. This was drafted based on FG IPTV-DOC-0037/WG2 and include the following updates:

· Include editorial modifications from C279.


· As a disposition to FG IPTV-C-0293, remove Clause 8 and insert Editor’s Note to indicate that appropriate text will be later included based upon output from WG4 (relating to Streaming Protocols) and WG6 (relating to Codec definition).

· Update Clauses 2 and 4 based on the text and directions reflected in FG IPTV-C-0279.

· Add a generic description of Admission Control in Clause 6.1 based upon the text reflected in Section 6.1 of FG IPTV-C-0317.

· Excerpt text in Section 6.1 FG IPTV-C-0317 describing specific sequence details for multicast admission control processing to the living list document ---FG IPTV-DOC-0041/WG2 as a Study Point (SP). 

· Correct Table 1 per FG IPTV-C-0346. In addition, add Editor’s Notes per proposal in same contribution to Tables 2 and 3 (i.e. Tables X and XX).


· Develop draft text for Clause 10.1 & 10.2 based upon proposal in FG IPTV-C-0382


· Use FG IPTV-C-0407 as the basis for developing draft text on Admission Control for Clause 6.1

· Use FG IPTV-C-0407 as the basis for developing draft text on buffer management for Clause 6.3.2.


· Use FG IPTV-C-0408 as the basis for developing draft text on the Transmission Scheduler for Clause 6.3.1.


· Use FG IPTV-C-0409 as the basis for developing a re-structuring of the current baseline draft.


· Edit Figure 6-2 to omit the Traffic Restoration function.
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1. Scope

This working document describes a set of traffic management mechanisms which needs to be implemented at the transport network for the efficient support of IPTV services. The network supporting IPTV services will span a number of network segments, with the possibility of being established by different providers and may differ in their traffic management capabilities. Therefore, it is expected that the network provider (s) will implement a subset of these mechanisms to ensure IPTV service objectives are satisfied efficiently.


Traffic management mechanisms will be discussed for the home, access, and core networks.


2. References


The following ITU-T Recommendations and other references contain provisions, which, through reference in this text, constitute provisions of this working document. At the time of publication, the editions indicated were valid. All Recommendations and other references are subject to revision; users of this working document are therefore encouraged to investigate the possibility of applying the most recent edition of the Recommendations and other references listed below. A list of the currently valid ITU-T Recommendations is regularly published.


The reference to a document within this working document does not give it, as a stand-alone document, the status of a Recommendation.

[RFC2250]
IETF RFC 2550 (1998), RTP Payload Format for MPEG 1 and MPEG 2 Video

[RFC3984]
IETF RFC 3984 (2005), RTP Payload Format for H.264 Video

[H.264]
ITU-T Recommendation H.264 (2005), Advanced video coding for generic audiovisual services

[Y.1541]
ITU-T Recommendation Y.1541 (2006), Network performance objectives for IP-based services

[TR59]
DSL Forum TR-59 

3. Definitions


This Working Document uses or defines the following terms 

4. Abbreviations


This Working Document uses the following abbreviations.


BE
Best Effort


DSCP
Differentiated Services Codepoint

IP
Internet Protocol


IPDV
IP packet Delay Variation


IPER
IP packet Error Ratio


IPLR
IP packet Loss Ratio


IPRR
IP Packet Reordering Ratio 


IPTD
IP Packet Transfer Delay


LL
Low Loss

MPEG
Moving Picture Experts Group


NAL
Network Adaptation Layer 


NALU
Network Adaptation Layer Unit


PDU
Protocol Data Unit 


PPV
Pay Per View 


PVR
Private Video Recorder


QoS
Quality of Service


RTI
Real-Time Interactive 


RTMU
Real-Time Multicast & Unicast 


RTP
Real Time Protocol 


VCL
Video Coding Layer 


VoD
Video on Demand

VoIP
Voice over IP


VTC
Video Teleconference

5. Conventions


Tbd


6. Traffic Management Mechanisms


This section provides an overview of the basic traffic management capabilities that are commonly deployed in a managed network. A provider may choose to deploy a subset of these capabilities depending on the performance objectives of applications supported by the network.


Traffic management is a set of generic network mechanisms for controlling the network service response to a service request, which can be specific to a network element, or for signalling between network elements, or for controlling and administering traffic across a network, mainly including bandwidth allocation, admission control, packet classification/marking, congestion management, congestion avoidance, traffic policing, and traffic shaping and line rate constraint, etc. Its basic processing sequence is shown in Figure xx



[image: image1]

Figure 6-1:
The basic processing sequence of traffic management
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Figure 6-2. Architectural framework for QoS support

6.1 Control Plane


6.1.1 
Admission Control


This mechanism controls the traffic to be admitted into the network. Normally the admission criteria are policy driven [IETF RFC 2753]. Whether traffic is admitted depends on an a priori service level agreement. In addition, the decision can depend on if adequate network resources are available so that newly admitted traffic does not overload the network and degrade service to ongoing traffic. For a service provider, maximal traffic should be admitted while the same level of QoS (including transaction performance as well as service reliability/availability expectations) is maintained for the existing traffic.


Call admission approaches related to transaction performance are typically parameter or measurement based. The parameter-based approach derives the worst-case bounds for a set of metrics (e.g., packet loss, delay and jitter) from traffic parameters and is appropriate for providing hard QoS for real-time services. This approach is typically exercised over a resource reservation request for securing necessary resource for an ensuing traffic flow. 

In contrast, the measurement-based approach uses measurements of existing traffic for making an admission decision. It does not warrant throughput or hard bounds on packet loss, delay or jitter and is appropriate for providing soft or relative QoS. This approach has in general higher network resource utilization than the parameter-based one. Note that in principle, it is possible to have a hybrid approach such as using measurements to update the resources available in the parametric approach. Admission control can also be used to meet requirements for service reliability/availability over a specified period for the desired transaction types as negotiated in the SLA. Specifically, the desired service reliability/availability can be requested as a priority level for admission control that, in turn, determines the setup of a "connection" or link such as an LSP. Admission control policies give preference to traffic streams (e.g., for emergency communications) deemed to be more critical by a service provider under conditions of congestion. Admission control priority is a way of giving preference to admit higher priority traffic ahead of lower priority traffic.


Proposal: Delete the following paragraph. Admission control is a generic traffic management that should not be tied to any particular scheduler

.

6.2 Data Plane


6.2.1 
Traffic Conditioning


The following are required in access network for supporting multimedia service such as IPTV.


· QoS provisioning per subscriber and per service


· Traffic classification based on multiple header fields (5-tuple, 6-tuple, and etc.)


· Minimum bandwidth guarantee


· Traffic shaping/policing


· Advanced packet queuing and scheduling


· Traffic marking (DSCP, 802.1p, and etc.)

6.2.2 Transmission Schedulers


This mechanism controls which packets to select for transmission on an outgoing link. Incoming traffic is held in a queuing system, which is made of, typically, multiple queues and a scheduler. Governing the queuing system is the queuing and scheduling discipline it employs. There are several key approaches:


– First-in, first-out Scheduler: Packets are placed into a single queue and served in the same order as they arrive in the queue.

Proposal: change the next paragraph as given. It is well known that a RR scheduler is not fair since sessions with long packets will achieve a higher portion of the bandwidth compared to sessions with shorter packets. Furthermore the name fair queue is used in the context of a scheduler operating on a bit-by-bit basis as given in, A. Demers, S. Keshav and S. Shenker, Analysis and Simulation of a Fair Queueing Algorithm, ACM SigComm 1989, pp 1-12, September 1989.

– Round Robin Scheduler: Packets are classified based on some criteria. One possible criterion is the classification based on flow identity. A less granular and consequently more scalable is to classify packets based on application or forwarding classes. Each class is then assigned a separate queue andqueues are serviced in round robin. 

– Priority Scheduler: Packets are first classified and then placed into different priority queues. Packets are scheduled from the head of a given queue only if all queues of higher priority are empty. Within each of the priority queues, packets are scheduled in first-in, first-out order.

– Weighted Round Robin Scheduler: Packets are classified into flows and assigned to queues dedicated to respective flows. A queue is assigned a percentage of output bandwidth according to the bandwidth need of the corresponding flow. By distinguishing variable-length packets, this approach also prevents flows with larger packets from being allocated more bandwidth than those with smaller packets.


– Class-based Scheduler: Packets are classified into various service classes and then assigned to queues assigned to the service classes, respectively. Each queue can be assigned a different percentage of the output bandwidth and is serviced in round robin. Empty queues are skipped.

Proposal: Delete the next paragraph. The paragraph doesn’t describe how a hierarchical scheduler looks like and what the order of packet transmission is. Better definition is needed.

– 

6.2.3 Buffer Management


Queue or buffer management deals with which packets, awaiting transmission, to store or drop. An important goal of buffer management is to minimize the steady-state buffer size while not underutilizing link as well as avoiding the monopolization of the available buffer space by a single flow [IETF RFC 2309]. Schemes for buffer management differ mainly in the allocation of the buffer space and the criteria for dropping packets. .

A common criterion for dropping packets is the buffer reaching its maximum size. Packets are dropped when the buffer is full. Determining which packet to drop depends on the drop disciplines, for example: 


– "Tail drop" drops the newly arriving packet. This is the most common strategy since it is easy to implement..


– "Front drop" A buffer space for the newly arriving packet is made available by dropping the packet at the front of the queue, provided that the length of the newly arriving packet is less or equal to the dropped packet. 

– "Random drop" A buffer space for the newly arriving packet is made available by randomly choosing a packet to drop from the queue, provided that the length of the newly arriving packet is less or equal to the dropped packet.

Active queue management (AQM) is a scheme for dropping packet before the buffer reaches its full size. Random Early Drop (RED) is an example of theses schemes. AQM algorithms are developed in the context of TCP congestion avoidance scheme with the objective to improve network throughput. AQM may not be applicable to IPTV traffic since TCP is not likely to be used as the transmission protocol for these applications.







6.3 Multicast 


7. IPTV Service Mapping to IP Performance Classes


7.1 Network QoS Classes


ITU-T Recommendation Y.1541 defines classes of network Quality of Service (QoS) with objectives for Internet Protocol performance parameters. Each QoS class defines a specific combination of limits on the performance values. The following Table 1 shows IP network QoS definitions, network performance objectives and guidance for applicability. Class 6 and 7 are intended to support the performance requirements of high bit rate user applications that have more stringent loss/error requirements than those supported by classes 0 through 4.


Table 1 – IP network QoS class definitions and network performance objectives/Applications

		QoS class

		IPTD

		IPDV

		IPLR

		IPER

		IPRR

		Applications (examples)



		0

		100 ms

		50 ms

		1 x 10-3

		1 x 10-4

		-

		Real-time, jitter sensitive,


high interaction (VoIP, VTC)



		1

		400 ms

		50 ms

		1 x 10-3

		1 x 10-4

		-

		Real-time, jitter sensitive,


Interactive



		2

		100 ms

		U

		1 x 10-3

		1 x 10-4

		-

		Transaction data, 


highly interactive (Signalling)



		3

		400 ms

		U

		1 x 10-3

		1 x 10-4

		-

		Transaction data, interactive



		4

		1 s

		U

		1 x 10-3

		1 x 10-4

		-

		Low loss only (short transaction, bulk data, video streaming)



		5

		U

		U

		U

		U

		-

		Traditional applications of


default IP network



		6

		100ms

		50 ms

		1 x 10-5

		1 x 10-6

		1 x 10-6

		High bit rate, strictly low loss/error (TV broadcast on IP)



		7

		400ms

		50 ms

		1 x 10-5

		1 x 10-6

		1 x 10-6

		High bit rate, strictly low loss/error





Editor Note: further clarification is needed on the IPLR values for classes 6 and 7.


7.2 Association of IPTV Services with Y.1541 Classes

This section presents classified sets of IPTV services by network QoS requirements and associates them with IP QoS classes defined in Y.1541. We classify IPTV services into 5 categories. The first set is named Best Effort (BE) service. In this set, services are regarded as traditional default IP network applications. They do not need to be real-time, and errors can be recovered using transmission control protocol on the best effort network. So this equals to the QoS class 5 of Y.1541. The second set is Low Loss (LL) service set. This set is equal to the QoS class 4, because of its features of short transaction and bulk data. The next sets are Interactive (I) service, Real-Time Interactive (RTI) service, and Real-Time Multicast & Unicast (RTMU) service. And they are corresponding to QoS class 2/3, QoS class 0/1 and QoS class 6/7, respectively. And Table 2 also shows the IPTV service examples of each category.


Table 2 - Association of IPTV services with Y.1541 QoS classes


		IPTV service category

		IP QoS class

		IPTV service examples



		Best Effort (BE) service

		QoS class 5

		content download service



		

		

		regulatory information service



		

		

		T-information



		

		

		e-mail



		Low Loss (LL) service

		QoS class 4

		Download VOD, MOD



		

		

		T-commerce



		

		

		T-learning based on VOD



		Interactive (I) service

		QoS class 2/3

		messenger



		

		

		T-learning based on interactive



		Real-Time Interactive (RTI) service

		QoS class 0/1

		VOIP, video phone



		

		

		multi player game



		Real-Time Multicast & Unicast (RTMU) service

		QoS class 6/7

		linear/broadcast



		

		

		multi angle



		

		

		pay per view (PPV)



		

		

		networked personal video record (PVR,  time-shift)





Editor Notes: 

· The above table is just a starting point. 

· Each QoS class shows one of the candidate requirements. 


· The consistency with Y.1541 needs to be considered.

· In determining the required value for a QoS class, considering the error correction functions, such as FEC, and their performance is necessary.


7.3 Mapping of IPTV Services with QoS Classes

This section defines the mapping of Y.1541 QoS classes on IPTV services currently identified.. 

Editor Note: The list and definition of IPTV services still needs to be clarified further , according to the WG1 work progress on defining IPTV services. Thus, this table should be updated after the service list and each IPTV service scenarios are clearly defined. The identified services are examples pending WG 1 outcome.

Table 3 - Mapping of IPTV services with Y.1541 QoS classes


		IPTV services

		IPTV service category/QoS class



		

		BE

		LL

		I

		RTI

		RTMU



		

		5

		4

		3

		2

		1

		0

		7

		6



		Linear/broadcast TV (audio, video and data)

		

		

		

		

		

		

		

		(



		Multi-angle service

		

		

		

		

		

		

		

		(



		Time-shift TV (network PVR)

		

		

		

		

		

		

		(

		



		Pay Per View (PPV) (Near Vod)

		

		

		

		

		

		

		(

		



		Real VoD

		

		(

		

		

		

		

		

		



		Downloaded based video content distribution (Push VoD)

		(

		

		

		

		

		

		

		



		Content download service

		(

		

		

		

		

		

		

		



		Consumer originated content (video, etc. and applications)

		

		(

		

		

		

		

		

		



		Consumer originated broadcast 

		

		

		

		

		

		

		

		(



		Linear broadcast audio

		

		

		

		

		

		

		(

		



		Music on demand including audio book

		

		(

		

		

		

		

		

		



		Pictures

		(

		

		

		

		

		

		

		



		T-learning based on VoD

		

		(

		

		

		

		

		

		



		T-learning based on interactive

		

		

		

		(

		

		

		

		



		Single player games (game on demand)

		

		(

		

		

		

		

		

		



		Multiplayer games

		

		

		

		

		(

		

		

		



		T-information 

(news, weather, transportation, etc.)

		(

		

		

		

		

		

		

		



		T-commerce (banking, stock, shopping, ticketing, auction, delivery, event etc.)

		

		

		

		

		

		(

		

		



		T-communication data (e-mail, SMS, web surfing, etc.)

		(

		

		

		

		

		

		

		



		T-communication interactive (messenger, channel chatting)

		

		

		(

		

		

		

		

		



		T-communication voice (VoIP, multiple video conference, video phone, etc.)

		

		

		

		

		

		(

		

		



		T-entertainment data

(photo album, lottery, blog, etc.)

		(

		

		

		

		

		

		

		



		T-entertainment VOD (karaoke)

		

		(

		

		

		

		

		

		



		Presence service

		(

		

		

		

		

		

		

		



		Communication messaging

		(

		

		

		

		

		

		

		





Editor Notes: 

· The above table is just a starting point. 

· Each QoS class shows one of the candidate requirements. 


· The consistency with Y.1541 needs to be considered.

· In determining the required value for a QoS class, considering the error correction functions, such as FEC, and their performance is necessary.


8. Video Coding and Transmission over IP Networks


Editor’s Note:  Appropriate text will be included based upon output from WG4 (relating to Streaming Protocols) and WG6 (relating to Codec definition).


9. Traffic Management Capabilities: Core Networks


9.1 IP Network Traffic Management Capabilities


This sub-clause describes an overview of the IP traffic management capabilities including those related to integrated services and differentiated service.


9.2 IP Traffic Management Capabilities applicable to IPTV


This sub-clause describes those IP traffic management mechanisms applicable to traffic management. The discussion should include IPTV delay and loss requirements and how they can be satisfied using the available techniques.


10. Traffic Management Capabilities: Access Networks

10.1 Overview of Access Network Technologies


Access networks should have means to control the following functions for traffic management:

· per packet/flow and per class basis CAC (Connection Admission Control) 

· per user and per service QoS provisioning 


· per packet/flow Mapping between DSCP and 802.1p


10.2 Access Traffic Management Capabilities applicable to IPTV


Generic mechanisms are required for traffic management of upstream and downstream directions in an access network. 


(a) Upstream


To support quality of service in access networks including broadcasting traffic, network nodes should have the following requirements in the upstream direction.


· Guarantee of minimum bandwidth 


· Guarantee of bandwidth quality per service (e.g. VoIP, Video conference, and IPTV).


To address the above 2 requirements, the following functions should be supported: 

· 5-tuple based Classification & Policing 


· Priority Queuing

· Traffic shaping 


(b) Downstream


To support quality of service in access networks including broadcasting traffic, network nodes should have the following requirements in the downstream direction.


· Guarantee of minimum bandwidth per service 

To support the above requirement access networks should have the following functions in downstream side.


· per packet/flow and per class basis CAC (Connection Admission Control) for broadcast channels

· Traffic shaping/policing per subscriber


· Support of CoS (Class of Service) based DSCP


· 5-tuple classification


· DSCP marking


· Mapping between DSCP and 802.1p


11. Traffic Management Capabilities: Home Networks


This clause describes home network environment and the need for traffic management.
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