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1.
Introduction

The current version of the Working Document of Home Network (FG IPTV-DOC-0160) is produced based on HGI in which telephony service provided over DSL access network is considered significantly.  The nature of IPTV traffic is different from the use case considered in the original document, even though there are some original texts relevant and useful for IPTV.  This contribution is intended to provide modifications and comments to make the current document more aligned with the situation of IPTV.

The reviewing activities have been motivated by TTC (the Telecommunication Technology Committee) in Japan and the source companies have voluntarily participated in this effort.
2.
Discussion and proposal

IPTV has several characteristics different from other multimedia applications such as telephony service as mentioned below.  

· Downstream traffic requires better QoS treatment while best effort treatment is allowed for upstream.

· Due to required bandwidth, particularly in case of IPTV service consisting HD video content, the use of optical access network is more likely than VoIP service.

The actual proposals on the clause 6.2, which deals with QoS in HN, are provided in the Annex.

Annex

Proposed revised text for clause 6.2 of the Working Document: Aspects of Home Network supporting IPTV services

6.2
QoS
[Proposed] Note – QoS mechanism is also described in HGI in the context of bi-directional services like VoIP.  Please refer it for details.
6.2.1
Home Network QoS architecture

6.2.1.1
Potential Congestion Points
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Figure 6-3: Potential congestion points in a typical home network

Editor’s Note - Figure 6-3 needs to be modified more suitable to IPTV service.

Editor’s Note – Wireless link described in this figure should be bi-directional.

Contributor’s note – The two editor’s notes above may not be necessary.

Home Network QoS needs to accommodate a variety of both Access and Home Network technologies. There are a number of potential congestion points as shown in Figure 6-3. Note that the degree to which these are actual congestion points will depend on the technologies used.
Three potential congestion points are identified in the IP-based Home Network.
· Congestion Point (1)

Congestion Point (1) is upstream side interface of Access Gateway, which is also defined as IPI-4.  Because some IP based access network technologies such as DSL have relatively limited capacity for the upstream traffic, it is likely to see traffic congestion at this point. 

· Congestion Point (2)

Congestion Point (2) is at the egress port of the device in which traffic from two or more network link is collected. Typical example is Ethernet switch. If combined traffic from several ports/links exceeds a certain amount, the congestion at the egress port will happen. Congestion Point (2) is also possible at the Access GW, if it contains switching capability for home network side traffic.

· Congestion Point (3)

Congestion Point (3) is where the transmission capacity changes.  The bridge device interconnecting between different network segments with different capacity, for example between Ethernet and PLC, is a typical example.  Congestion Point (3) is possible at the Access GW because of the difference of transmission capability between Access Network and Home Network.

· 
· 
· 
· 

6.2.1.2
Basic principle of operation

QoS approach is mainly concerned with managing QoS through Access GW itself. It works on the basis of a packet by packet, service classification. The service classifiers are combinations of the ingress packet header fields. QoS markings of incoming packets from HN side are generally untrusted, but can be used if trust is established by some other means, and/or in combination with other service classifiers.

The service classification is used to assign the packet to the appropriate queue, and may be used to set the L2 markings for a particular HN technology. It is also possible to drop packets on the basis of classification. Service or Network Provider can optionally provide service classifiers as a static policy(Contributor’s note). Where service instance classification is used (e.g. for the overload protection mechanism described below), the additional classifiers are generated within Access GW itself. There is no session awareness, except for that associated with this overload control mechanism. Class-based queuing is used.  DSCP markings of incoming packet at IPI-3 interface can be overwritten to zero or a per service configurable value. There is a QoS mapping table for L2 parameters for transit traffic at Access GW. Access GW does not directly support signalled admission control, but the overload protection mechanism can provide some features of admission control by limiting the number of service instances to a pre-configured value.
[Proposed] Note – See clause 5.5.4 of HGI.
 
Contributor’s note - It is proposed to replace ACS with Service or Network Provider unless ACS is defined in other document.  The corresponding function is expected to be specified in future.  Also, download of service classifications from network side entity may not be possible in some circumstances. Hence, this mechanism should be stated as an optional feature.
6.2.1.3
DSCP and VLAN Usage

Some current L3 QoS schemes are based on DSCP markings, with VLANs and Ethernet priority markings being used in L2 schemes. Although all of these features to some degree in the scheme for IPTV, they are not the main mechanisms. The reasons for this are as follows. There are two problems with relying upon DSCP(Contributor’s note). Firstly, all traffic of the same type would have the same marking but what is required is the ability to differentiate on a service basis. Secondly, the DSCP markings need to be trusted, but since they, particularly in case of upstream and transit, can be set by an end-user application they can be easily spoofed, unless there is a mechanism to establish trust with end devices.

In principle VLAN IDs and/or priority tags could be used as a QoS classifier within the Home Network, however this approach is not a preferred solution for IPTV. Adding a VLAN header or priority tags increases the Ethernet frame size; some small, unmanaged Ethernet switches simply drop such frames. Since there are at least some infrastructure devices which will drop tagged frames, Access GW does not add VLAN headers to any frames. However certain DLNA devices may send tagged frames. Access GW needs to be able to receive such frames and in the case of bridged traffic, will forward them transparently.
 [Proposed] Note – See clause 5.5.5 of HGI.
Contributor’s note – “LAN to WAN direction” is not the major case for IPTV service.
6.2.1.4
Traffic Classification

The key requirement for traffic classification is to be able to classify a service rather than a traffic type. Queuing, scheduling, and dropping treatments are determined based upon the service classification. The Service Provider wishes to deliver a quality service, and wants that service to be treated in a particular way. There may well be other traffic of the same type (e.g. VoIP) which should not be given any special treatment if it is not a value-added service. Each packet is classified by inspecting one or more of its header fields. The combination of classifiers used to identify a service is known as the classification rule for that service.

There are in fact rather different requirements for the classification of the three basic directions of traffic flow through the Gateway i.e. upstream, downstream and transit. Different from the bidirectional service like VoIP, downstream traffic is more important than upstream traffic. Thus, this document specifically deals with downstream traffic. Other types of traffic are also mentioned, but discussed in this context. (Note2) In the downstream direction, the main aim is to maintain QoS characteristic of incoming traffic, and ensure that it is not compromised by transit traffic. The classifiers are briefly described below with a brief rationale as to when and how they might be used.
Editor’s Note – The above text is imported from clause 5.5.6 of [HGI] with modifications. [Proposed] Note1 – See clause 5.5.6 of HGI.

Contributor’s note – In case of IPTV, downstream traffic is more important than upstream.  The original text is changed to be more relevant for IPTV.

(Proposed) Note2 – In case of bidirectional applications like VoIP, QoS treatment on the upstream traffic merits special considerations, particularly in case of using Access Network technologies with asymmetrical bandwidth like DSL, in which relatively limited transmission capability is provided. For such case, upstream traffic could experience the most significant congestion at the Access GW. Please refer to other documents such as [HGI] for details of this topic.


Contributor’s note – The upstream classification is less important than upstream in case of IPTV. This clause is proposed for deletion.

6.2.1.5
Downstream Classifiers

The main requirement in the downstream direction is to be able to distinguish between managed and unmanaged services. (Contributor’s note1) Classifiers such as IP DA/SA, physical port, packet length, MAC SA/DA, TCP/UDP port number, and protocol type fields, which are identified as upstream classifiers (see HGI), are also included in the downstream (DS) scheme, as they may be required on occasion. (Contributor’s note2)

Contributor’s note1 – There are other classifier, other than IP SA, relevant for downstream.

Contributor’s note2 – The original text, “However packet length, MAC address, and physical port are not needed in this direction”, may not be relevant.

6.2.1.6
Transit Classification

The SP is not directly involved with the transit traffic; his main concern is to prevent it adversely impacting his managed service traffic. This could be done by always separating out DS and transit traffic, and simply giving absolute priority to the DS traffic. However there may be an opportunity to distinguish between (transit) streaming and data traffic on the HN, and prioritize the former. The problem is that if this traffic is simply bridged, then it may not be seen by what is essentially a L3 classification engine, and indeed if all such traffic was forced via the full classifier, this would require it to be able to operate at a line rate. (Contributor’s note – The mentioned bandwidth seems to be too much specific.) Further, the SP has no awareness of these transit flows as services which makes a service-based classifier hard to configure. Therefore there is a simple transit priority scheme, which is essentially device-based and uses MAC address pairs (SA and DA) to identify traffic which can be given higher priority. Separation between DS and transit traffic is still maintained. 

Editor’s Note – The above text is imported from clause 5.5.9 of [HGI] with modifications.

6.2.1.7
Classifier used in the Home Network
Contributor’s note – The clauses below are grouped as sub clauses of 6.2.1.7 for easy reading.
6.2.1.7.1
IP Destination Address (IP DA)

This is a particularly useful service classifier in the case where the required priority is related to its destination address. The destination address in this case does not need to be limited to unicast address since the use of multicast is likely in the IPTV service. The traffic classification based on both of unicast and multicast is possible and desirable in some cases. The followings are some advantages of using this approach. 
• It requires a single, initial configuration
• It cannot be usefully spoofed, as the traffic would go to an inappropriate destination
• It can be used for an encrypted service as long as the tunnel address is known.

Contributor’s note – Considering the characteristic of typical IPTV traffic, the following text seems to be better.

6.2.1.7.2
IP Source Address (IP SA)
This may be appropriate when there is a large number of DAs associated with a service and the use of DA as a traffic classifier causes difficulty. In case of IPTV, IP SA represents the corresponding video server. If the IP address of such device is managed in a reliable way and the number of IP SA is sufficiently small, the use of IP SA is relevant. 
Editor’s Note – The above text is imported from clause 5.5.7.2 of [HGI] with modifications.

Contributor’s note – The example mentioned in the original text ”e.g. if there is a large number of video servers” is not relevant.

The text” However the IP SA will often be a locally administered” is the case for upstream traffic and not relevant for IPTV.
6.2.1.7.3
MAC Source Address (SA) and Destination Address (DA)
These can be used to distinguish different physical devices, and therefore different instances of the same service as per clause 5.5.7.5 of [HGI].

6.2.1.7.4
TCP/UDP Port number
TCP/UDP port number can be used to identify certain applications as per clause 5.5.7.6 of [HGI].
6.2.1.7.5
Protocol type
Distinguishing between TCP and UDP protocols can allow a more general distinction between different types of service as per clause 5.5.7.7 of [HGI]. Refer to the WG4 document titled “Working Document: IPTV related protocols”.
6.2.1.8
QoS Mapping between different HN technologies
As the case of bridging HN with public network, bridging between different HN technologies needs considerations in order to provide well harmonized QoS within Home Network. Consideration includes mapping between L2 and L3 marker/classifier and use of marking in the different HN segments.
Proposed] Note – The detailed specification of mapping requires further study.
Contributor’s note – QoS mapping is not a classifier as described in clause 6.2.1.7.*.

Contributor’s note – QoS mapping, if this means connecting different QoS technologies, is an important consideration for Home Network, particularly considering the technical heterogeneousness within it.  For example, it is likely to interconnect Ethernet based network with PLC or wireless based network.

6.2.1.8
Upstream Queue structure (Proposed for deletion)
Contributor’s note – This clause is specific to the upstream traffic. Some texts are incorporated into the next clause.






6.2.1.9
Downstream and Transit Queue Structure
The main functionality required is to avoid excessive delay and jitter as well as packet loss for multimedia services like IPTV, to provide sufficient bandwidth for them, and to prevent best-efforts traffic being completely starved by higher priority queues.
In the downstream direction there are two concerns, ensuring that traffic from AN is not blocked by transit traffic, and if there is downstream congestion due to a rate mismatch caused by a slow HN technology (Congestion Point (3)), that the value added traffic gets priority. There may be two different types of transit traffic, simple data, and streaming e.g. from a media player. The downstream needs a somewhat simpler queue structure, with four queues (Managed Services from AN, Best Effort from AN, Managed Services within IP-HN-S/P, Best Effort within IP-HN-P/S) per IPI-3 interface.
[Proposed] Note - There are three fundamentally different types of traffic with regard to QoS, voice, video and data, Each of these traffic may require its own queues. Also there may be a need to further distinguish between two different types of data (e.g. for higher priority control data or to support a premium data service), Further, the overload protection mechanism requires an additional queue. Counting all of these traffic types with different requirement QoS treatment, five queues as a minimum number may be needed as a result. However, there is a technical possibility to have a smaller number of queues by merging some of these queues.  Also, it should be noted that the larger number of queues may increase the implementation difficulty of HN device like Access GW. Further study is needed.
Editor’s Note – The above text is imported from clause 5.5.11.1 of [HGI].

6.2.1.10
Class Based QoS, Sessions and Policy

 QoS approach is essentially traffic class-based, i.e. the QoS treatment is the same for all flows belonging to the same class. This is for reasons of simplicity and scalability. However there is some limited flow awareness to support an overload protection mechanism. Flows are closely related to sessions, which have two possible uses in a QoS scheme – allowing a different per session QoS policy to be applied, and preventing new sessions if they would adversely impact existing ones. The basic requirement here is to provide the appropriate QoS for a service type; there is no reason to suppose that this should be different on a session by session basis (see Note below). Therefore a static policy approach has been adopted. The potential downside of this is that there is no mechanism to prevent a new session overloading the class so that the entire class suffers.

Note – It is possible for different kinds of IPTV services to be given different QoS treatment. For example, the required QoS treatment for VoD service would be different from linear TV service.  Also, a video coding scheme chosen by the service provider may have an impact on the required bandwidth as well as other QoS parameters.

If overload is a genuine concern (as opposed to a theoretical possibility) then some kind of admission control system is needed. Admission control requires a decision to be made about resource availability before a session is established, and so involves signalling. Access GW is not involved in signalling (except where the service terminates in Access GW itself), and while it could in principle snoop on signalling, this cannot be done where the signalling is in an encrypted tunnel. Further, snooping does not provide a graceful means to reject a session request. 

Access GW can support a basic overload protection mechanism which allows a new service instance to be allowed on a trial basis to see whether or not it can be supported, without impacting existing traffic. This mechanism works in the following fashion. Within a service class there is the concept of a recognised and an unrecognised service instance. The simplest way of doing this would be to classify the instance on the basis of the associated IP or MAC address of IPTV-TD.  Any packet with the known service class, but unknown instance would be put into a different queue to recognised instances. Each classification rule has an optional pointer to an Application Layer Logic  (ALL). For overload protection, the ALG would check if this was a known service instance. If not it would initiate a procedure which would check (over a relatively short period of time) if this new instance could be accommodated without causing overload as measured by excessive queue length. Further details of this are given along with the requirements in clause 6.4.
Editor’s Note – The above text is imported from clause 5.5.12 of [HGI].

6.2.2
Quality of Service requirements

Editor’s note – Contentious issues raised by participants.  Correspondence between service classes and services (e.g. voice communication and contents flow of IPTV)/protocols is for further study. Contribution is expected.

This clause specifies the QoS datapath functions which must be supported by Access GW, and the QoS management objects which are used to configure QoS policy within Access GW. Core QoS traffic management functions include classification, marking, congestion management, queuing, shaping, and egress scheduling. 

Figure 6-4 shows a conceptual view of the core QoS traffic management functions as packets are received from the IPI-3 interfaces or from internal Access GW sources. This diagram is not meant to determine the implementation structure of the QoS functions nor those of the related datapath functions. 
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Figure 6-4 QoS Functions from IPI-3 interfaces
Figure 6-5 shows a conceptual view of the core QoS traffic management functions as packets are received from theIPI-4 interfaces. Note that while these are logical IPI-4 interfaces, there is only one physical IPI-4 interface. This diagram is not meant to determine the implementation structure of the QoS functions nor those of the related datapath functions. 
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Figure 6-5: QoS Functions from IPI-4 interface
These functions are described in turn below.

Editor’s Note – The above text is imported from clause 6.4 of [HGI].

6.2.2.1
Classification of traffic

 The Classifier treats packets on the basis of the ingress interface, layer 2 header fields (VC or VLAN), IP header fields, layer 4 fields, and packet length. The output of the classification process is a set of decisions about the subsequent handling of that packet. The classification process determines the layer 3 and layer 2 egress marking, handling by the congestion management function, and (in combination with the forwarding decision) the allocation of the packet to an egress queue.
Editor’s Note – The above text is imported from clause 6.4.1 of [HGI].

6.2.2.1.1
Requirements for Classification of packets received upon the IPI-4 intaerface
The requirements in this subclause pertain to packets received upon the IPI-4 interface.
· Access GW is required to classify all packets received on the IPI-4 interface. [HGI R100]

· Access GW is required to be able to set the home network priority level for each packet by setting the DSCP bits on the basis of the classification result. [HGI_R101]

· Access GW is required to assign each packet to the appropriate egress queue, drop the packet, or deliver it to an internal sink, on the basis of the classification result combined with the forwarding decision. NOTE: the packet drop in this context refers to an ingress security function where packets may be dropped as a direct result of classification. [HGI_R102]

· Access GW is required to be able to classify packets based upon the relevant classifiers. [HGI_R103r1]

· Access GW is recommended to be able to classify packets based upon IP packet size. [HGI_R111]

· Access GW is required to be able to classify packets based upon any combination of up to 5 of the IPI-4 ingress classification parameters. [HGI_R112]

Editor’s note - Further study is needed on the number of classification parameters.

· Access GW is recommended to be able to classify packets on any combination of the IPI-4 interface classification parameters. [HGI_R113]

For ATM based access systems, the following requirements also apply
· Access GW is required to be able to classify packets based upon ATM VPI/VCI. [HGI_R114]

Where Ethernet is present on the access link, the following requirements are applied.

· Access GW is required to be able to classify packets based upon Ethernet priority, as defined in IEEE 802.1D. [HGI_R115]

· Access GW is required to be able to classify packets based upon VLAN ID, as defined in IEEE 802.1Q [HGI_R116]

· Access GW is required to be able to classify packets based upon MAC source address. [HGI_R117]

· Access GW is required to provide a configurable MAC source address mask, so that classification is performed only upon bit fields within the MAC source address determined by this source address mask.[HGI_R118]

· Access GW is required to be able to classify packets based upon MAC destination address. [HGI_R119]

· Access GW is required to provide a configurable MAC destination address mask, so that classification is performed only upon bit fields within the MAC destination address determined by this destination address mask. [HGI_R120]

· Access GW is required to be able to classify based upon the Ethernet Length/Type field. [HGI_R121]

Editor’s note – For HGI_R115/116/117/118/119/120 and 121, the feedback of the Access Network experts is expected. 

Editor’s Note – The above text is imported from clause 6.4.1.1 of [HGI].

6.2.2.1.2
Requirements for Classification of transit traffic

Normally, traffic which enters the gateway on an Ethernet port and leaves from another Ethernet port is subject to the simple classification described in clause 6.2.2.1.4. In some cases such traffic may require deeper classification. For example, traffic destined to a particular Ethernet port may require deeper classification. The following requirements pertain to the handling of traffic received on the Ethernet ports at IPI-3 interface.
· Access GW is required to support the simple classification of bridged packets as described in clause 6.2.2.1.4. [HGI_R122]

· Access GW is recommended to be able to classify packets received on IPI-3 interfaces and destined to designated IPI-3 Ethernet egress ports according to the multi-field classification described in clause 6.2.2.1.3. These designated IPI-3 Ethernet egress ports is required to be configurable from the Service or Network Provider(Contributor’s note). Note that multi-field classification of transit traffic may have performance implications. [HGI_R123]

Editor’s Note – The above text is imported from clause 6.4.1.2 of [HGI].
Contributor’s note – ACS is replaced with Service or Network Provider unless specified.
6.2.2.1.3
Requirements for Multi-field Classification packets received on the IPI-3 interfaces
The following requirements pertain to the classification of packets received on the IPI-3 interfaces which are destined for the AN or are bridged to the HN after multi-field classification. There is an alternative, simpler classification set for locally bridged, transit traffic.
· Access GW is required to classify all packets received on the IPI-3 interfaces. [HGI_R124]

· For packets bridged to the HN, Access GW is required to be able to set the home network priority level for each packet by setting the DSCP bits on the basis of the classification result. [HGI_R125]

Note: at the classification stage, the means of determining whether the packet will be bridged to the LAN is beyond the scope of this specification.
·  (Contributor’s note)

Contributor’s note – This requirement addresses upstream traffic that is less important for IPTV service. Proposed for deletion.
· Access GW is required to assign each packet to the appropriate egress queue, drop the packet, deliver it to application layer logic, or deliver it to internal sink, on the basis of the classification result combined with the forwarding decision.[HGI_R127]

· Access GW is required to be able to classify packets based upon the relevant classifiers (e.g. LAN type, physical port, MAC address, Wi-Fi SSID, IP source/destination address, DSCP, the Protocol field in the IP header and TCP/UDP port number) [HGI_R128r1]

Editor’s note – The feedback from the experts is expected.

· Access GW is recommended to be able to classify packets based upon IP packet size. [HGI_R143]

· Access GW is required to be able to classify packets received at the IPI-3 interface based upon any combination of up to 5 of the classification parameters [HGI_R144]

· Access GW is recommended to be able to classify packets received at the IPI-3 interface on any combination of the classification parameters. [HGI_R145]

Editor’s Note – The above text is imported from clause 6.4.1.3 of [HGI].

6.2.2.1.3.1
Requirements for Classification of packets received on the LAN ingress using information determined by DHCP Options 60, 61, and 77 (Proposed for deletion)

· 


Contributor’s note – This clause addresses the classification of upstream packets.  It may not be necessary to describe upstream packets in the context of IPTV. Hence, this clause is proposed for delettion.
6.2.2.1.4
Requirements for Classification of bridged packets received on the IPI-3 interfaces
The following requirements pertain to the classification of packets received on the IPI-3 interfaces which are destined for the HN, i.e. simply bridged in Access GW. 

· Access GW is required to classify all packets received on the IPI-3 interfaces. [HGI_R152]

· Access GW is required to assign each packet to the appropriate egress queues on the basis of the classification result combined with the forwarding decision [HGI_R153]

· Access GW is recommended to be able to classify packets based upon MAC source or destination address. [HGI_R154r1]

· Access GW is required to be able to classify packets based upon a combination of the  classification parameters described in this clause. [HGI_R156]

Editor’s Note – The above text is imported from clause 6.4.1.4 of [HGI].

6.2.2.2
VLAN support at IPI-3 interfaces
· Access GW is required not to add VLAN headers to any frames which are transmitted on an IPI-3 interface. [HGI_R157]

· Access GW is required to be able to receive VLAN tagged or priority tagged frames on any of its IPI-3 interfaces. Where these frames are locally bridged to the HN, the VLAN ID and priority tag is required to be forwarded unchanged. [HGI_R158]

· Where VLAN or priority tagged frames received on the WAN are bridged to the LAN, the VLAN ID and priority tag is recommended to either be forwarded unchanged or removed. This is required to be configurable from the remote management server. [HGI_R159]

Editor’s Note – The above text is imported from clause 6.4.2 of [HGI].

6.2.2.3
Classification Rule Sets

6.2.2.3.1
Overview

This clause describes requirements in Access GW for classification rule sets, which are sets of individual classification rules. This clause also describes requirements for sequencing among the classification rule sets.

During classification, individual classification rules are checked for a match with the corresponding fields in each packet. A rule-match occurs when all the individual classifiers within that rule match.  A rule set is an associated collection of rules. 

The internal representation of the classification rules and rule sets is not specified. 

There are four distinct classification rule sets which are present in Access GW. They are:

· IPI-4_Rule_Set, which embodies the classification rules for packets arriving on the IPI-4 interface.

· 
· 
· IPI-3_Rule_Set, which embodies the classification rules for transit traffic which is bridged through Access GW with no multifield classification.
Editor’s Note – The above text is imported from clause 6.4.3.1 of [HGI].
Contributor’s note – LAN-WAN means upstream traffic that is less important for IPTV services. It is proposed for deletion.
6.2.2.3.2
Requirements for Classification Rule Sets
· Access GW is required to support a classification rule set for IPI-4 interface (IPI-4_Rule_Set) [HGI_R160]

· The classification rules associated with IPI-4_Rule_Set is recommended to be able to be configured by remote download from the Service or Network Provider. [HGI_R161]

· Access GW is required to support at least one classification rule set for IPI-3 interface: IPI-3_Rule_Set. [HGI_R162]

· 
· 
· IPI-3_Rule_Set contains additional rules for transit traffic.  Individual rules associated with IPI-3_Rule_Set are formed according to requirements in clause 6.2.2.1.4. These is required to be able to be downloaded from the Service or Network Provider, and is recommended to be able to be entered locally by the user. [HGI_R165]

· For each rule in LAN tables 1 and 2 it is required to be possible to configure a pointer to an additional, per packet operation (e.g., application layer logic). [HGI_R166]

Editor’s Note – The above text is imported from clause 6.4.3.2 of [HGI].

6.2.2.3.3
Requirements for Sequencing Among Classification Rule Sets
·  (Contributor’s notea)
· The first rule match in any RuleSet is required to terminate the classification process for that packet. Note; that if more than one rule match is possible for a given packet, the terminating match will depend on the order in which the rules are specified. [HGI_R172]

· The gateway is required to process the rules in the sequence in which they are configured. [HGI_R173]

·  (Contributor’s note2)
· For downstream traffic, the rules in the IPI-4_Rule_Set is required to be tested. [HGI_R175]

· It is required to be possible to configure a default classification in the event of no rule match. [HGI_R176]

Note - Testing means that all the classifiers in a rule are checked for a match with the corresponding field in each packet. A rule-match occurs when all the classifiers match.
Editor’s Note – The above text is imported from clause 6.4.3.3 of [HGI].
Contributor’s note1 – This requirement is specific to upstream traffic. Proposed for deletion.

Contributor’s note2 – LAN_Rule_Set_1/2 are specific to upstream traffic. Proposed to deletion.
6.2.2.4
Overload Protection Mechanism

The following requirements relate to the overload protection mechanism which is described in clause 6.2.1. This description is an example of a protection mechanism; alternative protection mechanisms may be employed.

The protection mechanism utilizes an Instance Table within Access GW. The Instance Table is used by Access GW to record instances of services which have been recognized by the relevant classification. The formulation of the Instance Table is vendor-specific. 
· Access GW is recommended to support a mechanism (e.g. an ALG) which:

I. differentiates instances of a service on the basis of one or more single, configured  parameters (e.g. IP SA)

II. creates a service instance Table entry, for each newly recognised instance of the specified service, subject to a configurable limit. This allows the maximum number of service instances to be constrained if required. There needs to be a Table for each service for which this technique is used 

III. increments a packet count every time a recognised service instance packet is classified

IV. performs a real time check of each service instance packet count against a configurable upper and lower limit (i.e. < InactivePackets per SampleInterval, > ActivePackets per SampleInterval)

V. checks whether a configurable queue length threshold (QueueThreshold) has been exceeded during the same SampleInterval  time period

VI. when the upper limit is exceeded without the queue length threshold being exceeded, a new classification rule is added to the Rules Table. This rule which is a copy of the non-instance specific rule, with the appropriate instance identifier added, and the queue changed to that appropriate for an established flow.

VII. when the lower limit is not met, the instance specific rule is deleted from the Rules Table
VIII. marks the most recently established flow in some way. This would be typically used by a separate process to delete this service instance rule in the event of subsequent congestion

[HGI_R177]

Editor’s Note – The above text is imported from clause 6.4.4 of [HGI].

6.2.2.5
QoS Mappings

TBD

Editor’s note – Contribution is expected. See Annex D of the Living List.
Contributor’s note – The issue addressed by this clause is basically for further study. It is proposed to put the following text instead of writing technical details.

[Proposal]

In case of using class based QoS in which marker like DSCP is used for traffic prioritisation, each service requiring better QoS treatment needs to be associated with relevant marking.  This requires various considerations including, but not limited to, technical requirement and social importance/recognition.  ITU-T Rec. Y.1541 gives a good guidance for this discussion.

Also, the marking scheme needs to be well aligned with other marking scheme, particularly in case of using different marking techniques in parallel or connecting different network segments using different marking techniques.  In this sense, it is important to consider constructing mapping table giving association between different mapping schemes.  Several documents, for example clause 6.4.5 of [HGI], provide examples and practices.

Actual specification for marking is not defined by this document and is for further study.
6.2.2.6
Class Queue structure and Scheduling

6.2.2.6.1
Queuing into the WAN Egress port (Proposed for deletion)
Contributor’s note – This clause is specific to upstream traffic. Proposed for deletion.


· 

· 
· 
· 
· 
· 

· 

· 

· 
· 
· 

· 
· 
· 

6.2.2.6.1
Queuing into the IPI-3 interfaces
The following requirements pertain to Access GW’s IPI-3 output interface class queue structures and scheduling from those queues into the port level.
· Access GW is recommended to support queuing of data from any source into the IPI-3 output interface queues (as a result of the classifier) [HGI_R200]

· Access GW is required to implement at least four class queues for each IPI-3 output interface [HGI R201]

· Access GW is required to support at least two strict priority queues per IPI-3 output interface [HGI_R202]

· Access GW is required to support at least two queues which use Weighted Round Robin scheduling per IPI-3 output interface [HGI R203]

· The Round Robin weights is required to be individually configurable [HGI_R204]

· The first strict priority queue (note1) is required to be given priority over all other queues i.e. served until exhaustion.[HGI_R205]

· The second strict priority queue (note2) is required to be given priority over all other queues except the first strict priority queue, but might not be served to exhaustion [HGI_R206]

· When all strict priority queues are empty, the WRR queues (note3) is required to be serviced according to their weighting priority. [HGI_R207]

Note1 - This queue would typically be used for WAN ingress Managed Services
Note2 - This queue would typically be used for transit streaming (audio/video/voice) traffic.

Note3 - One of the WRR queues would typically be used for WAN ingress best efforts traffic, and the other for transit best efforts traffic.
Editor’s note for R200, R201, R202, R203, R205 and R206 – Comment from the experts is expected.

Editor’s Note – The above text is imported from clause 6.4.7.2 of [HGI].

6.2.2.7
Bridging devices within IP-HN-S and IP-HN-P
The following requirements pertain to the use of priority markings for non-integrated wireless or powerline access devices that are connected via Ethernet.

Editor’s Note – The above text is imported from clause 6.4.9 of [HGI].

· The wireless or power line device within IP-HN-P or IP-HN-S is recommended to set its native layer 2 markings for packets it receives from wired or wireless Ethernet by translating the received DSCP value to the native layer 2 markings.[HGI_R211]

· For packets it sends to the Ethernet, the wireless or power line device within IP-HN-P or IP-HN-S is recommended to translate its native layer 2 marking to DSCP using the correspondence between DSCP and native layer 2 markings. [HGI_R212]

Editor’s Note – The above text is imported from clause 6.4.9.1 of [HGI].

The following requirements pertain to the interpretation of priority markings for bridging devices within IP-HN-S and IP-HN-P that are typically bridges and switches.
· Bridging device within IP-HN-S and IP-HN-P is recommended to determine the QoS treatment accorded to packets by internally translating the received DSCP value to User Priority. 

Editor’s Note – The above text is imported from clause 6.4.9.2 of [HGI].
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