- 44 -

TD 4 (WP 2/2)-

	INTERNATIONAL TELECOMMUNICATION UNION
	STUDY GROUP 2

	TELECOMMUNICATION
STANDARDIZATION SECTOR

STUDY PERIOD 2005-2008
	TD 4 (WP 2/2)

	
	English only

Original: English

	Question(s):
	6/2
	Geneva, 15-24 February 2005

	TEMPORARY DOCUMENT

	Source:
	TSB (Originally Rapporteur for former Q.7/2)

	Title:
	Draft Recommendation E.780, Version 2.2.0, May 2002 – Input to Rapporteur Group


This document was originally published as TD 6 (WP 3/2) in the May 2002 meeting

E.780 - Dimensioning methods for Public Land Mobile Systems (Annex 3)

Progressed in 1997-2000 Study Period, Draft Recommendation E.780 belongs to a set of Recommendations in the E.750 Series to be finalized with priority in 2001-2004 Study Period.

This document bases on the existing structure of Draft E.780 and proposes an evolution of the latter taking account of the continued penetration of mobile services, the technological advances for 2G systems and IP networks, the standardization work on 3G systems, and the coexistence of 2G and 3G systems over a significant period of time.

TRAFFIC ENGINEERING FOR PERSONAL COMMUNICATIONS

Draft Recommendation E.780 --

Dimensioning methods for Public Land Mobile Systems

Version 2.1.0

Summary

This Recommendation applies to terrestrial based land mobile systems. Its goal is to provide guidance for dimensioning the radio transmission resources, the fixed infrastructure of the radio access network, and the core network hosting the switching and mobility support functionality. Recognizing that second and third generation systems will coexist over a significant period of time, the scope of this Recommendation covers teletraffic aspects related to both system generations. In particular, the Recommendation is intended to address both circuit and packet switched service.

Source 

<text to be supplied by TSB>
Foreword 

<text to be supplied by TSB>
Table of Contents

61. Scope


2. References
6
3. Definitions
7
4. Abbreviations
10
5. Introduction
11
5.1. Mobile systems
12
5.2. Services characterization and traffic demand
14
6. Dimensioning of radio resources
15
6.1. Circuit switching and 2G systems
17
6.1.1. Key assumptions
17
6.1.2. Modeling assumptions
17
6.1.3. Methodology
18
6.1.3.1. Inputs
18
6.1.3.2. Outputs
19
6.1.3.3. Procedure
19
6.1.3.3.1. Cellular Lay-out bandwidth allocation
19
6.1.3.3.2. Channel allocation
19
6.1.3.3.3. Probability of handover request -- Dependency and typical values
19
6.1.5. Signaling implications
20
6.2. Packet switching and 3G systems
20
6.2.1. Key assumptions
20
6.2.2. Definition of traffic models
20
6.2.3. Methodology
20
6.2.3.1. Inputs
20
6.2.3.2. Outputs
20
6.2.3.3. Procedure
21
6.2.4. Signaling implications
21
7. Dimensioning of the radio access network
21
7.1. Transmission resources - Circuit switching and 2G systems
22
7.1.1. Key assumptions
22
7.1.2. Definition of traffic models
22
7.1.3. Methodology
22
7.1.3.1. Inputs
22
7.1.3.2. Outputs
23
7.1.3.3. Procedure
23
7.1.3.3.1. Dimensioning the BTS-BS transmission resources
23
7.1.3.3.2. Dimensioning the BS-MSC transmission resources
23
7.1.4. Signaling implications
23
7.2. Transmission resources - Packet switching and 3G systems
23
7.2.1. Key assumptions
23
7.2.2. Definition of traffic models
23
7.2.3. Dimensioning the BS-RNC transmission resources (Iub interface)
23
7.2.3.1. Key assumptions
23
7.2.3.2. Definition of traffic models
23
7.2.3.3. Methodology
23
7.2.3.4. Inputs
24
7.2.3.5. Outputs
25
7.2.3.6. Procedure
25
7.2.4. Dimensioning the RNC-SGSN transmission resources (Iups interface)
25
7.2.5. Signaling implications
25
7.3. Configuration and processing capacity
25
7.3.1. Key assumptions
25
7.3.2. Definition of traffic models
25
7.3.3. Dimensioning of BTSs (BSs)
25
7.3.3.1 TDMA-based radio interface
25
7.3.3.2  CDMA-based radio interface
25
7.3.3.2.1. Key assumptions
26
7.3.3.2.2. Definition of traffic models
26
7.3.3.2.3. Methodology
27
7.3.3.2.4. Inputs
28
7.3.3.2.5. Outputs
30
7.3.3.2.6. Procedure
30
7.3.4. Determination of the number of BSs (RNCs)
30
7.3.4.1. Key assumptions
30
7.3.4.2. Definition of traffic models
30
7.3.4.3. Methodology
30
7.3.4.4. Inputs
31
7.3.4.5. Outputs
31
7.3.4.6. Procedure
31
7.3.5. BS (RNC) processing capacity
32
8. Dimensioning of the core network - 2G/3G systems
33
8.1. Transmission resources - 2G systems
34
8.1.1. Key assumptions
34
8.1.2. Definition of traffic models
34
8.1.3. Methodology
34
8.1.3.1. Inputs
34
8.1.3.2. Outputs
34
8.1.3.3. Procedure
34
8.1.3.3.1. Dimensioning the MSC-MSC transmission resources
34
8.1.3.3.2. Dimensioning of the transmission resources for interconnecting the MSC to the PSTN/ISDN
34
8.1.4. Signaling implications
34
8.2. Transmission resources - 3G systems
34
8.2.1. Key assumptions
34
8.2.2. Definition of traffic models
35
8.2.3. Methodology
35
8.2.3.1. Inputs
35
8.2.3.2. Outputs
35
8.2.3.3. Procedure
35
8.1.2.3.3.1. Dimensioning the transmission resources for interconnecting the GGSN to the IP backbone and Internet
35
8.2.4. Signaling implications
35
8.3. Configuration and processing capacity - 2G/3G systems
35
8.3.1. Key assumptions
35
8.3.2. Definition of traffic models
35
8.3.3. Methodology
35
8.3.3.1. Inputs
35
8.3.3.2. Outputs
36
8.3.3.3. Procedure
36
8.2.3.3.1. Determination of the number of MSCs (SGSNs)
36
8.2.3.3.2. MSC (SGSN) processing capacity
36
Bibliography
36
Index
36
History
36
Appendix 1 - Radio planning and capacity dimensioning processes
37
Appendix 2 - Dimensioning procedure for BTSs in CDMA-based systems
38
Appendix 3 - Propagation models for Maximum Allowable Path Loss (MAPL) estimation in the link budgets
41
Macrocellular models
41
Open areas models
41
Urban areas models
42
Urban area models for microcells
43
Index


44
Change history
44


TRAFFIC ENGINEERING FOR PERSONAL COMMUNICATIONS

Draft Recommendation E.780 --

Dimensioning methods for Public Land Mobile Systems

Version 2.1.0

(Ref. TD Geneva - 01, WP 3/2 meeting, Geneva, 21-25 May 2001)

1. Scope

Traffic engineering methods for public land mobile systems presented in this Recommendation are intended to help:

· dimensioning the radio (transmission) resources so as to cost-effectively meet specified service quality targets while accounting for the specifics of the radio environment, in particular the dependence of the channel quality on terminal mobility characteristics, propagation environment, activity of traffic sources, and transmission activity on the traffic and signaling channels;

· dimensioning the fixed infrastructure of mobile systems including the cost effective coverage of the service area, the transmission resources between BS and MSC (or related functionality), the transmission resources between MSCs, the processing capacity of BSs and MSCs and the related signaling implications;

· dimensioning the transmission resources and processing capacity for the interconnection between the land mobile systems and other systems, considering the related signaling implications.

This Recommendation considers both circuit-switched and packet-switched services in terrestrial based systems. Satellite based systems are for further study.

It is recognized that circuit and packet switched services are supported at a different degree by different mobile systems. In particular so-called “second generation” systems, such as GSM, are designed to basically support circuit switched services, whereas so-called “third generation” systems, i. e.IMT-2000 and the related family of radio interfaces, are designed for a flexible allocation of the transmission resources and hence are inherently oriented towards packet switching. Further, second generation based systems and third generation systems will coexist over a significant period of time with traffic interactions associated with coverage and capacity reasons. This coexistence scenario has teletraffic implications that are in the scope of this Recommendation.

So far as practicable, this Recommendation provides guidelines which are independent of the radio access technology (e.g. whether TDMA or CDMA). However, it is recognized that the radio access technology has to be reflected in the engineering methods of specific network segments in the mobile domain. In the cases where such a distinction is necessary, this Recommendation will give separate indications.

2. References

The following ITU-T Recommendations, and other references contain provisions which, through reference in this text, constitute provisions of this Recommendation. At the time of publication, the editions indicated were valid. All Recommendations and other references are subject to revision; all users of this Recommendation are therefore encouraged to investigate the possibility of applying the most recent edition of the Recommendations and other references listed below. A list of the currently valid ITU-T Recommendations is regularly published.

The following Recommendations contain material that is either relevant to or provides background for this Recommendation:

	E.201
	Reference Recommendation for mobile services

	E.202
	Network operational principles for future public mobile systems and services

	E.220
	Interconnection of Public Land Mobile Networks (PLMN)

	E.500
	Traffic intensity measurement principles

	E.520
	Number of circuits to be provided in automatic and/or semi-automatic operation without overflow facilities

	E.600
	Terms and definitions of traffic engineering

	E.711
	User demand modeling

	E.712
	User plane traffic modeling

	E.713
	Control plane traffic modeling

	E.723
	Grade of Service parameters for Signaling System No. 7 networks

	E.733
	Methods for dimensioning resources in Signaling System No. 7 networks

	E.751
	Reference connections for traffic engineering of land mobile networks

	E.760
	Terminal mobility traffic modeling

	E.771
	Network grade of service parameters and target values for circuit-switched land mobile services

	E.800
	Quality of Service and dependability vocabulary

	F.115
	Operational and service provisions for Future Public Land Mobile Telecommunication Systems

	ITU-T Q.1701
	Framework for IMT-2000 Networks

	ITU-R M.687-2
	Recommendation M.687-2 (1997), International Mobile Telecommunications-2000 (IMT-2000).

	ITU-R M.1224
	Vocabulary of Terms for International Mobile Telecommunications-2000 (IMT-2000)


3. Definitions

For the purposes of this Recommendation, definitions provided in Recommendations E.600, E.751 and E.771 will be applicable. The following definitions complement those in E.751 and E.771.

	Term
	Source
	Definition

	Connection Mode
	3GPP TS 22.100
	Characterizes the type of association between two points as required by the bearer service for the transfer of information. A bearer service is either connection-oriented or connectionless. In a connection oriented mode, a logical association called connection needs to be established between the source and the destination entities before information can be exchanged between them. Connection oriented bearer services lifetime is the period of time between the establishment and the release of the connection.

In a connectionless mode, no connection is established beforehand between the source and the destination entities ; the source and destination network addresses need to be specified in each message. Transferred information cannot be guaranteed of ordered delivery. Connectionless bearer services lifetime is reduced to the transport of one message.

	Call Admission Control
	3GPP TS 22.100
	Is a set of measures taken by the network to balance between the QoS requirements of new connections request and the current network utilisation without affecting the grade of service of existing/already established connections

	PLMN
	3GPP TS 23.002
	A Public Land Mobile Network (PLMN) is established and operated by an administration or Recognized Private Operating Agency (RPOA) for the specific purpose of providing land mobile telecommunications service services to the public. A PLMN may be regarded as an extension of a network (e.g. ISDN); it is a collection of MSCs areas within a common numbering plan (e.g. same National Destination Code) and a common routing plan. The MSCs are the functional interfaces between the fixed networks and a PLMN for call set-up.

Functionally the PLMNs may be regarded as independent telecommunications entities even though different PLMNs may be interconnected through the ISDN/PSTN and PDNs for forwarding of calls or network information. A similar type of interconnection may exist for the interaction between the MSCs of one PLMN.

	PS (Packet Switched) Domain
	3GPP TS 23.002
	The PS domain refers to the set of all the CN entities offering "PS type of connection" for user traffic as well as all the entities supporting the related signalling. A "PS type of connection" transports the user information using autonomous concatenation of bits called packets: each packet can be routed independently from the previous one. The entities specific to the PS domain are the GPRS specific entities, i.e. SGSN and GGSN. 

	CS (Circuit Switched) Domain
	3GPP TS 23.002
	The CS domain refers to the set of all the CN entities offering "CS type of connection" for user traffic as well as all the entities supporting the related signalling. A "CS type of connection" is a connection for which dedicated network resources are allocated at the connection establishment and released at the connection release.

	Bearer
	Q.1711
	The communication path between two adjacent nodes which is associated with one connection.

	Backbone Network
	E.780
	<text to be provided>

	Border Gateway
	
	The Border Gateway is used in the case of roaming between two PLMNs. It provides inter-PLMN routing and packet forwarding, charging data collection and security functions.

	Connection
	Q.1711
	An end-to-end association of transmission channels or circuits, switching and other functional units set up to provide a means for a transfer of information between two or more points in a telecommunications network. A connection is composed of several connection links. There are one or more connections for each media component of a call.

	Core Network
	3GPP TS 23.101
	 The Core Network (domain) consists of the physical entities which provide support for the network features and telecommunication services. The support provided includes functionality such as the management of user location information, control of network features and services, the transfer (switching and transmission) mechanisms for signalling and for user generated information.

	GGSN
	E.780
	The Gateway GPRS Support Node allows interworking between the GPRS access network and external IP Packet Data Networks (PDNs) such as ISPs, Corporate Networks or the Internet. It is based on an IP router incorporating specific GPRS software.

	MGW
	E.780
	The Media Gateway provides interworking interfaces between access and transport networks to control the media flow to the PSTN

	Radio Access Network
	3GPP TS 23.101
	 The Radio Access Network (domain) consists of the physical entities which manage the resources of the access network and provides the user with a mechanism to access the core network domain.

	Radio frequency channel
	Q.1711
	A radio frequency (RF) channel represents a specified portion of the RF spectrum with a defined bandwidth and a carrier frequency and is capable of carrying information over the radio interface.

	Radio resource
	Q.1711
	A portion of spectrum available in a limited geographical area (cell). This portion of spectrum can be further divided into radio frequency channels.

	SGSN
	E.780
	The Serving GPRS Support Node ensures mobility management, session management and packet-relaying functions. SS#7 interfaces allow interaction with HLR, MSC/VLR and EIR.

	Uplink
	
	UE to BTS (BS)

	Downlink
	
	BTS (BS) to UE


4. Abbreviations

	2G
	2nd Generation 

	3G
	3rd Generation 

	ATM
	Asynchronous Transfer Mode 

	BS
	Base Station

	BSS
	Base Station System

	CDMA
	Code Division Multiple Access

	CN
	Core Network

	CS
	Circuit Switched 

	FDMA
	Frequency Division Multiple Access

	GGSN
	Gateway GPRS Support Node

	GOS
	Grade of Service

	GPRS
	General Packet Radio Service

	GSM
	Global System for Mobile Communication

	HLR
	Home Location Register

	HO
	Handover 

	IMT-2000
	International Mobile Telecommunications

	IN
	Intelligent Network

	INAP
	Intelligent Network Application Part

	IP
	Internet Protocol 

	ISDN
	Integrated Services Digital Network

	MAPL
	Maximum Allowed Path Loss

	MSC
	Mobile Switching Centre

	MT
	Mobile Terminal

	PLMN
	Public Land Mobile Network

	PS
	Packet Switched

	PSTN
	Public Switched Telephone Network

	QoS
	Quality of Service

	RAN
	Radio Access Network

	RNC
	Radio Network Controller

	SGSN
	Serving GPRS Support Node

	TD-CDMA
	Time Division CDMA 

	TDMA
	Time Division Multiple Access

	TE
	Terminal Equipment 

	UE
	User equipment

	UMTS
	Universal Mobile Telecommunication System 

	VLR
	Visitor Location Register

	WCDMA
	Wideband CDMA 


++++++++++

5. Introduction

One of the dimensioning tasks for land mobile systems is to provide methods for allocating resources in the mobile domain to cost-effectively support mobile-related services. For the dimensioning of mobile systems it is necessary to characterize traffic processes resulting from the interaction between the mobile and the fixed network domain and help assessing their impact on the engineering practices for the fixed network.

A certain amount of radio resource usage is associated with signaling over the radio interface(s). This amount depends on aspects such as, procedures for accessing/releasing the radio resources to transport user data, control of the channel quality, registration/location and tracking of roaming users, and exchange of information between mobiles and the elements of the base station system infrastructure and between mobiles and the intelligence residing in the fixed network for operation and network management purposes.

The share of radio resources associated with signaling, as well as the characteristics of the related traffic flows across the mobile/fixed network teletraffic interface depends, among others, on the signaling system and the degree of integration in the fixed network of switching and mobility management functions associated with mobile services.

For systems whose operation is envisaged to depend on IN capabilities, such as IMT-2000, the signaling traffic is determined by relevant protocols (e.g. INAP) and the degree of support of IN functions.

This Recommendation is initially concerned with user traffic. The impact of radio resource access and control, as well as mobility management on signaling traffic is for further study. Related recommendations on the subject of traffic engineering for signaling systems are Recommendation E.723 and E.733 on Signaling System No. 7.

The dimensioning methods for land mobile systems builds on the wealth of knowledge available for engineering of fixed networks and, where applicable, uses proven engineering practices for those. However, the scarcity of spectrum and the dependence of the radio channel quality on mobility characteristics, propagation conditions and traffic source activity add new dimensions to the traditional engineering tasks.

One of these dimensions is associated with the need that an adequate description of the channel quality behavior be an integral part of the engineering methods for addressing trafficability aspects. Another dimension relates to the requirement that mobile system operation be complemented with self-organization capabilities. These are desirable for accommodating hard to predict variations in the interference patterns and/or spatial traffic volatility, especially in high user density areas. This self-organizing capacity should be considered in engineering methods for mobile systems.

This Recommendation addresses dimensioning aspects related to cellular systems. Traffic engineering for other systems, e.g. cordless and paging systems, is for further study.

Traffic engineering procedures described in this Recommendation address three areas:

· dimensioning of radio transmission resources (radio interface) accounting for the compound process of call arrivals and handover requests;

· dimensioning of the fixed infrastructure of the access network (radio access network);

· dimensioning of the resources for mobility support and interconnection with other networks (core network). This implies the characterization of the user traffic flows, and the subtending control traffic, across the teletraffic interface between the mobile and the fixed network domain.


5.1. Mobile systems

Figure 1/E.780 shows the scope of E.780 with respect to realizations of third generation systems that will coexist with second generation based systems.
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Note 1 -  Direct connection between SGSN and GGSN indicates co-location of supported functionality.

Note 2 - In the circuit switched domain, data traffic is routed through the MSC. The Iu interface is terminated in the MSC where:

· Iucs user plane is terminated;

· radio frames are adapted into 64 kbit/s circuits (these circuits are then switched to the transcoder pool, transcoded into G.711 law on 64 kbit/s circuits and switched again to the destination).
Note 3 - In the packet switched domain

· SGSN ensures mobility management, session management and packet-relaying functions;

· GGSN allows interworking between the GPRS access network and external IP Packet Data Networks (PDNs) such as ISPs, Corporate Networks or the Internet.
FIGURE 1/E.780

Reference configuration for a 3G system where both circuit switched and packed switched services are supported.

Table 1/E.780 gives an overview of the coverage and organization of this Recommendation.

TABLE 1/E.780

Coverage and organization of E.780

[Editor Note - Table to be completed]

	
	Radio interface
	Radio access network
	Core network

	
	Transmission resources

	Circuit switching
	Dimensioning of:
	Dimensioning of:
	Dimensioning of:

	 and 2G systems
	· <text to be provided>;
	· BTS-BS transmission resources;
	· MSC-MSC transmission resources (via the ATM or TDM backbone);

	
	· <text to be provided>;
	· BS-MSC transmission resources
	· transmission resources for interconnecting the MSC to the PSTN/ISDN

	Packet switching
	Dimensioning of:
	Dimensioning of:
	Dimensioning of:

	and 3G systems
	· <text to be provided>;
	· BS-RNC  transmission resources (Iub interface);
	· transmission resources for interconnecting the GGSN to the IP backbone and Internet;

	
	· <text to be provided>;
	· RNC-SGSN transmission resources (Iups interface);
	· <text to be provided>;

	
	· <text to be provided>;
	· RNC-MSC transmission resources (Iucs interface);
	· <text to be provided>;

	
	· <text to be provided>.
	· RNC-RNC transmission resources (Iur interface).
	· <text to be provided>.

	
	Configuration and processing capacity

	2G/3G systems
	
	Dimensioning of:
	Dimensioning of:

	
	· 
	· BTSs (BSs);
	· number of MSCs (SGSNs);

	
	· 
	· number of BSs (RNCs);
	· MSC (SGSN) processing capacity;

	
	· 
	· BS (RNC) processing capacity;
	· <text to be provided>;

	
	· 
	· <text to be provided>.
	· <text to be provided>.



5.2. Services characterization and traffic demand

Contrary to second generation mobile radio systems, designed for speech and with related quality targets influencing the radio design process, for 3G systems a range of different bearer services with different quality requirements have to be taken into account. The services are characterized by parameters such as the bit-rate, tolerable delay, tolerable bit error rate and symmetry of the information exchange in a connection. Consequently, different settings have to be arranged in order to provide the required coverage and capacity for the different services. Adequate traffic demand modeling is then a key step in the process of 3G network dimensioning.

++++++++++

6. Dimensioning of radio resources 

The scope of dimensioning of radio transmission resources is shown in Figure 2/E.780.
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Note - Reference configuration for a 3G system where both circuit switched and packed switched services are supported.
FIGURE 2/E.780

Scope of E.780 relating to dimensioning of radio transmission resources (dark shaded area).
Dimensioning radio transmission resources requires that teletraffic considerations be combined with aspects associated with radio coverage and transmission techniques. Since the resulting dependencies are complex, dimensioning of radio transmission resources is attained as the convergence of an iterative process in which both tuning of dimensioning and assessment of the implied radio effects are cyclically visited. This process is illustrated in Figure 3/E.780, where distinction between systems based on TDMA or CDMA radio transmission technique is made.
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FIGURE 3/E.780

Dimensioning of radio transmission resources as a function of coverage requirements and radio transmission technique.

From a traffic engineering point of view, two aspects unique to cellular systems are spectrum re-use and handover process. The former allows to overcome spectrum scarcity, the latter combats channel quality degradation.

Spectrum re-use and handover process are related in that the increase in the number of radio channels per unit area enabled by spectrum re-use is normally associated with an increase in the number of handover requests.

To engineer radio resources, two main traffic processes have to be considered: the process characterizing the user demand (E.760) and the handover process.

Since a failed handover request negatively affects the user perception of the service quality and a connection cut-off due to unsuccessful handover is very annoying since it relates to established connections, handover requests are normally handled with some form of priority over calls. Hence a trade-off exists between spectrum re-use, call blocking and handover failure. Assessing this trade-off is a typical task for traffic engineering of land mobile systems.

The process of call arrivals is related to the characterization of the traffic demand, i.e. terminal mobility traffic modeling. The relevant issues are covered in Recommendation E.760. The handover process depends, among others, on how radio resources are engineered and managed. For this reason, the description of the handover process is part of this Recommendation.

Radio resource dimensioning is a key component in the process of radio network planning, as exemplified in Appendix 1.


6.1. Circuit switching and 2G systems


6.1.1. Key assumptions

The key assumptions on the operation of cellular systems for the purpose of this Recommendation are that the cellular system is a reuse-constrained network operating with FDMA and/or TDMA; that the system operation is based on circuit-switching with only one type of service, i.e. speech service only; that there is only one user type (hand-held/vehicular); that the system operates in an outdoor environment; that the system operation does not include any form of power control; the base stations are perfectly synchronized.

These assumptions are introduced for tractability's sake. The relaxation of these assumptions is for further study.


6.1.2. Modeling assumptions

The following modeling assumptions are made in the traffic model of this Recommendation:

· bi-directional, symmetric information flow on all traffic links;

· mobile to base station and base station to mobile links are operated jointly, i.e. handover initiation is based on the state of both the base station to mobile and mobile to base station links;

· fresh incoming calls are modeled as a Poisson process, and are handled on a lost calls cleared basis;

· handover requests are only issued due to deteriorated channel quality. The process of channel quality monitoring and technicalities of handover issuing are outside the scope of the (current) model;

· handover requests are given priority over new call attempts by the use of a trunk reservation parameter (which may be set to zero). Handover requests which cannot be immediately satisfied are queued (either physically or notionally), and the waiting time for handover is upper bounded by a time-out parameter;

· the impact of signaling on the timing of the handling of handover requests is not considered.


6.1.3. Methodology

6.1.3.1. Inputs
	The following traffic parameters are required as inputs to the traffic model:


	fresh call arrival rate (per cell);

	
	mean call duration;

	pho
	probability that a call in progress will initiate a handover request.1) Alternatively the mean channel holding time can be specified. The two are related by:

probability of handover = 1 – (mean channel holding time/mean call duration);

	ho
	total mean rate of handover attempts into the cell. This is a derived quantity derived from the specified traffic parameters from all surrounding cells. In most networks it is expected that the total mean rate of handover attempts into a cell will be approximately equal to the total mean rate of handover attempts out of the cell;

	S
	spectrum allocated per cell;

	s
	spectrum required per call (including guard bands etc.);

	R
	trunk reservation parameter for prioritizing handover requests;

	tho
	time required for the processing and switching of a handover;

	z
	upper bound on the queuing delay (i.e. time-out value) for handovers.


6.1.3.2. Outputs
The following outputs can be determined from the proposed engineering methods:

	B
	blocking probability for new call attempts;

	Bho
	probability that a handover request will not be satisfied due to the unavailability of radio resources;

	Bdrop
	probability that a call will be terminated prematurely due to the unavailability of radio resources;

	who
	mean waiting time for a handover request to be satisfied;

	w*ho
	mean conditional waiting time for a handover request to be satisfied conditional on the handover request not being met immediately.


6.1.3.3. Procedure
6.1.3.3.1. Cellular Lay-out bandwidth allocation

<text to be provided>
6.1.3.3.2. Channel allocation

<text to be provided>
6.1.3.3.3. Probability of handover request -- Dependency and typical values

The probability of a handover request depends on combinations of various parameters characterizing the operation environment. Some of these parameters are given in Table 2/E.780. Values or ranges of values are for further study.

TABLE 2/E.780

Example of dependency of the probability of handover request

(Values or ranges of values are for further study)

	Item
	Options

	Frequency of operation
	450, 900, 1800 Khz

	Multiple access method
	TDMA, CDMA

	Operating environment
	Urban, Suburban, Rural, Highway

	Cell diameter
	<.5, .5 to 1, 1 to 5, >5 Km

	User type
	hand-held, vehicular

	mobile speed
	5 km/hour (hand-held)

15, 30, 60, 120 km/hour (vehicular)

	C/I threshold
	tbd

	Mobile transmitted power
	tbd

	Base transmitted power
	tbd

	Base antenna height
	tbd

	Base antenna pattern
	tbd


KEY

tbd: to be defined

6.1.5. Signaling implications

<text to be provided>


6.2. Packet switching and 3G systems

<text to be provided>

6.2.1. Key assumptions

<text to be provided>

6.2.2. Definition of traffic models

<text to be provided>

6.2.3. Methodology

6.2.3.1. Inputs
The following traffic parameters are required as inputs to the traffic model:

	
	

	
	

	
	


6.2.3.2. Outputs

The following outputs can be determined from the proposed engineering methods:

	
	

	
	

	
	


6.2.3.3. Procedure

<text to be provided>

6.2.4. Signaling implications

<text to be provided>

++++++++++

7. Dimensioning of the radio access network

The scope of dimensioning of radio access network is shown in Figure 4/E.780.
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Note - Reference configuration for a 3G system where both circuit switched and packed switched services are supported.
FIGURE 4/E.780

Scope of E.780 relating to dimensioning of the radio access network (dark shaded area).

7.1. Transmission resources - Circuit switching and 2G systems

<text to be provided>

7.1.1. Key assumptions

<text to be provided>

7.1.2. Definition of traffic models

<text to be provided>

7.1.3. Methodology

7.1.3.1. Inputs
The following traffic parameters are required as inputs to the traffic model:

	
	

	
	

	
	


7.1.3.2. Outputs

The following outputs can be determined from the proposed engineering methods:

	
	

	
	

	
	


7.1.3.3. Procedure

<text to be provided>

7.1.3.3.1. Dimensioning the BTS-BS transmission resources

<text to be provided>

7.1.3.3.2. Dimensioning the BS-MSC transmission resources

<text to be provided>

7.1.4. Signaling implications

<text to be provided>

7.2. Transmission resources - Packet switching and 3G systems

<text to be provided>

7.2.1. Key assumptions

<text to be provided>

7.2.2. Definition of traffic models

<text to be provided>

7.2.3. Dimensioning the BS-RNC transmission resources (Iub interface)

The Iub interface is dimensioned by calculating the capacity of the link connecting BS and RNC. This link conveys:

· the peak user traffic (aggregated), including the (soft) handover traffic;

· the overhead traffic for ATM/ATM adaptation layer (AAL), the signaling traffic and the operation and maintenance (O&M) traffic.

7.2.3.1. Key assumptions

<text to be provided>

7.2.3.2. Definition of traffic models

<text to be provided>

7.2.3.3. Methodology

7.2.3.4. Inputs

	The following traffic parameters are required as inputs to the traffic model:

√
	number of users of service i (active or not);

	√
	channel bitrate for service i;

	√
	call inter-arrival rate for service i;

	√
	call length for service i;

	√
	activity factor for service i;

	√
	percentage of users in soft handover.


7.2.3.5. Outputs

The following outputs can be determined from the proposed engineering methods:

	√
	capacity of the link connecting BS and RNC (Iub interface)

	
	

	
	


7.2.3.6. Procedure

Step a)
determine the aggregate user peak traffic at BTS (BS) level;

Step b)
add the ATM/AAL, signaling and operation and maintenance traffic.

7.2.4. Dimensioning the RNC-SGSN transmission resources (Iups interface)

<text to be provided>

7.2.5. Signaling implications

<text to be provided>


7.3. Configuration and processing capacity

<text to be provided>

7.3.1. Key assumptions

<text to be provided>

7.3.2. Definition of traffic models

<text to be provided>

7.3.3. Dimensioning of BTSs (BSs)

For the dimensioning of BTSs, two cases have to distinguished, i. e. whether the radio interface is based on TDMA or CDMA transmission technique. The two cases are separately addressed.

7.3.3.1 TDMA-based radio interface

<text to be provided>

7.3.3.2  CDMA-based radio interface

Cell dimensioning for CDMA systems has a higher order of complexity as compared with TDMA systems. This is why with CDMA the cell radius depends on the carried traffic. Taking the uplink as an example, as the number of active users or carried traffic increases, the total noise at the Base Station increases. Interference
 from other users in CDMA XE "CDMA:interference"  can be thought of as noise to a reference user. If the reference user’s terminal is already using the maximum allowed power on the uplink, an excessive number of active users in the cell will cause the reference user’s signal to be received with an insufficient margin above the noise level at the Base Station. This phenomenon leads to the reference user effectively no longer being within the radio coverage the Base Station, and ultimately to a reduction in the coverage area of a cell. This dependence of the cell coverage radius on the loading can lead to an iterative procedure to make the  coverage radius consistent with the  traffic carried while meeting specified service quality targets.

More specifically, coverage and capacity of a cell are a function of the received bit-energy-to-total-noise-plus-interference-ratio Eb/(N0+I0) on each pixel of the cell for the downlink and in the base station for the uplink. That means, that any parameter, which affects the signal level and/or the interference
, or reduces the Eb/(N0+I0) requirements, influences coverage and capacity of the cell and, hence, of the overall system.
7.3.3.2.1. Key assumptions

For dimensioning purposes, it is assumed that one cell is representative of the whole network, i. e. all parameters are valid for all cells. In particular, the following assumptions hold:

· hexagonal cell structure;

· homogenous morphological structure and topographical environment;

· uniform user distribution.

7.3.3.2.2. Definition of traffic models

The number of base stations has to be planned considering both the volume and the mix of services characterizing the traffic expected in the area to be serviced. Since with CDMA the cell range is traffic dependent, obviously traffic models  play a key role in the design of the radio access network. In addition to the trade-off between capacity and coverage characterizing CDMA systems (the less capacity is needed, the larger the cell radio coverage), also the symmetry of the connection has to be taken into account. 

In third generation mobile radio systems a range of services will be supported. As they are handled differently, they all have different influence on capacity and coverage, meaning that coverage is service-specific, as it depends among others on the user bit rate. However, by adjusting the emitted power associated with each service it is possible to obtain the same cell range for all services.

7.3.3.2.3. Methodology

Coverage and capacity are closely linked when using CDMA. Hence, the BTS (BS) dimensioning process should deal simultaneously with both aspects, as well as take into account the multi-service traffic mix. Figure 5/E.780 shows the principle of the BTS (BS) dimensioning process, which is applied by considering distinctly the uplink and the downlink. This process consists of two phases, the “capacity analysis XE "capacity analysis" ” and the “link budget analysis XE "link budget analysis" ”.

With the capacity analysis, the channels (codes) required to carry the traffic demand associated with both the uplink and the downlink, by a given cell radius and specified GoS targets, are estimated. Quite understandably, the traffic demand depends on the assumptions made on user density distribution and service characteristics associated with the cell defined by the cell radius. Following the determination of the required codes, the number of carriers which enable to support those codes is also determined (usually, one carrier is assumed to start the procedure).

The link budget analysis is a key element in the CDMA dimensioning process. Its purpose is to derive the maximum allowable path loss and therefore the cell radius. A link budget is conventionally performed for mobiles located at the edge of the cell and therefore transmitting at maximum power. Since in a multiservice environment there are different types of mobiles with different service characteristics, the link budget has to be performed for all service. With the link budget analysis, a check is made to ascertain whether, by the given cell radius, load-dependent transmission effects (noise rise, interference), operation targets (minimum allowable ratio between bit-energy and total-noise-plus-interference) and operation constraints (maximum base and mobile transmit power) do actually match. Should the cell radius currently used result in excessive loading for meeting the operation targets, two options are possible: increase the number of carriers (i. e. add one more carrier); or, reduce the maximum mobile transmit power. With the latter option, the BTS’s (BS’s) coverage (i. e., the cell radius) is reduced and, effectively, the cell loading is reduced. The choice between the options depends on deployment strategy.

Whichever option is chosen, since the output of the capacity analysis is dependent on the cell radius which, in turn, may be affected by the link budget analysis, a check is needed to make sure that the value used for the cell radius is the same in both analyses. Should this not be the case, the capacity and link budged analyses are revisited with the new values for the carriers or the cell radius, and the cycle is repeated until match between transmission effects and operation target/constraints is attained.

To complete the description of the methodology, internally to link budget analysis described above, there is another loop to consider. As a matter of fact, transmission effects and operation targets are different for the uplink and the downlink, and consequently different estimates for the cell radius may be obtained. If this is the case, the most limiting cell radius (uplink or downlink) is used to decrease the transmit power associated with the non limiting one, i. e. the user equipment transmit power (in the uplink) or the BTS (BS) transmit power (in the downlink). This value is then taken as the output of the link budget analysis.
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KEY

	R0
	Initial value of cell radius
	
	C0
	Initial value of carriers to provide the cell with

	Rcurrent
	Current value of cell radius to be entered in the Capacity Analysis
	
	Ccurrent
	Current value of carriers to be entered in the Link Budget analysis

	Rnew
	New value of the cell radius obtained from the Link Budget Analysis
	
	Cnew
	New value of carriers obtained from the Capacity Analysis


FIGURE 5/E.780

Principle of BTS (BS) dimensioning (assumption of Frequency Division Duplexing)
7.3.3.2.4. Inputs

The following operation and traffic parameters are required as inputs to the traffic model [Editor Note: List to be completed]:

	
	Coverage and transmission parameters

	√
	region to be covered (e. g. areas with more than 500,000 inhabitants)

	√
	partitioning of the region into sub-areas (e. g. business, residential)

	√
	identification of the class of each sub-area (e. g. dense urban, urban, suburban, rural). This directly translates into propagation conditions.

	√
	noise rise propagation [Editor Note: To be defined]

	
	

	
	Operation and traffic parameters

	√
	spectrum availability (e. g. 3 x 15 MHz)

	√
	subscriber density per sub-area (e. g. 500 subscribers/Km2)

	√
	subscriber profile, i. e. traffic (mix) generated per subscriber

	
	

	
	QoS/GoS  parameters

	√
	coverage probability (e. g. 95% probability of the strength of the signal received within the cell being above a given threshold)

	√
	blocking and delay target values as defined by Recommendations in the E.750 series, i. e. E.771 for circuit switched services and planned E.772 for packet switched services.

	√
	service level per sub-area (e. g. deep indoor coverage for a dense urban sub-area, i. e. mobile service provided even in a meeting room without windows)

	
	


7.3.3.2.5. Outputs

The following outputs can be determined from the proposed engineering methods:

	√
	cell radius

	√
	number of carriers per sector

	√
	required common baseband capacity

	√
	number of BTSs (BSs) to service the target area (assumption of symmetry and homogeneity for traffic and operation environment over the whole service area)


7.3.3.2.6. Procedure

Details about the dimensioning procedure for BTSs in CDMA-based systems are found in Appendix 2.

7.3.4. Determination of the number of BSs (RNCs)

Dimensioning of BSs (RNCs) is largely conditioned by the following aspects:

· traffic handling capability in terms of both circuit switched and packet switched services;

· processing capacity limitations, i. e. maximum number of BTSs (BSs) that can be managed by a BS (RNC) and maximum number of connections towards the Iub, Iu and Iur interfaces that can be supported.

7.3.4.1. Key assumptions

<text to be provided>

7.3.4.2. Definition of traffic models

<text to be provided>

7.3.4.3. Methodology

7.3.4.4. Inputs

The following operation and traffic parameters are required as inputs to the traffic model:

	
	Coverage parameters

	√
	target area to be serviced

	√
	region to be covered by one BTS (BS), see 7.2.3.3.1. “Dimensioning of BTSs (BSs)”

	
	

	
	Operation and traffic parameters

	√
	maximum number of BTS (BSs) that can supported by a BS (RNC)

	√
	maximum number of connections towards the Iub, Iu and Iur interfaces that can be supported by a BS (RNC)


	√
	“average traffic assumption” [Editor Note: To be specified]

	
	

	
	QoS/GoS  parameters

	√
	[Editor Note: To be completed]]

	
	

	
	

	
	


7.3.4.5. Outputs

The following outputs can be determined from the proposed engineering methods:

	√
	number of BSs (RNCs) to serve the target area

	√
	


7.3.4.6. Procedure

Step a)
based on the processing limitations specified under “Operation and traffic parameters” input data, is possible to compute the minimum number, RN1, of BSs (RNCs) to handle the BTSs (BSs) as the ratio between the number of BTSs (BSs) in the target area to the maximum number of BTSs (BSs) that can be supported by a BS (RNC);

Step b)
from the average traffic assumptions provided as input and from the traffic limitation constraints, the minimum number, RN2av, of BSs (RNCs) required to handle the average traffic can be determined;

Step c)
knowing the average traffic per BS (RNC), it is possible to compute the peak traffic to be handled per RNC (statistical distribution function). The traffic handling capability of the BS (RNC) should be sufficient to meet this peak demand; if not, NR2av is increased (NR2peak), that is a larger configuration is considered, and a new peak traffic per BS (RNC) is calculated;

Step d)
the number of required BSs (RNCs), NR, is equal to the greater between NR1 and NR2peak;

Step e)
knowing the peak user traffic per RNC, it is possible to compute the incoming aggregate traffic on the Iub interface as well as the aggregate outgoing traffic on the Iucs, Iups and Iur interfaces. Hence a final check is made on the constraint on the number of connections that can be supported.

7.3.5. BS (RNC) processing capacity

<text to be provided>

++++++++++

8. Dimensioning of the core network - 2G/3G systems

The scope of dimensioning of the core network is shown in Figure 7/E.780.
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Note - Reference configuration for a 3G system where both circuit switched and packed switched services are supported.
FIGURE 7/E.780

Scope of E.780 relating to dimensioning of the core network (dark shaded area).

8.1. Transmission resources - 2G systems

<text to be provided>

8.1.1. Key assumptions

<text to be provided>

8.1.2. Definition of traffic models

<text to be provided>


8.1.3. Methodology

8.1.3.1. Inputs

The following traffic parameters are required as inputs to the traffic model:

	
	

	
	

	
	


8.1.3.2. Outputs

The following outputs can be determined from the proposed engineering methods:

	
	

	
	

	
	


8.1.3.3. Procedure

<text to be provided>

8.1.3.3.1. Dimensioning the MSC-MSC transmission resources

<text to be provided>

8.1.3.3.2. Dimensioning of the transmission resources for interconnecting the MSC to the PSTN/ISDN

<text to be provided>

8.1.4. Signaling implications

<text to be provided>


8.2. Transmission resources - 3G systems

<text to be provided>

8.2.1. Key assumptions

<text to be provided>

8.2.2. Definition of traffic models

<text to be provided>

8.2.3. Methodology

8.2.3.1. Inputs

The following traffic parameters are required as inputs to the traffic model:

	
	

	
	

	
	


8.2.3.2. Outputs

The following outputs can be determined from the proposed engineering methods:

	
	

	
	

	
	


8.2.3.3. Procedure

<text to be provided>

8.1.2.3.3.1. Dimensioning the transmission resources for interconnecting the GGSN to the IP backbone and Internet

<text to be provided>
8.2.4. Signaling implications

<text to be provided>


8.3. Configuration and processing capacity - 2G/3G systems

<text to be provided>

8.3.1. Key assumptions

<text to be provided>

8.3.2. Definition of traffic models

<text to be provided>

8.3.3. Methodology

8.3.3.1. Inputs

The following traffic parameters are required as inputs to the traffic model:

	
	

	
	

	
	


8.3.3.2. Outputs

The following outputs can be determined from the proposed engineering methods:

	
	

	
	

	
	


8.3.3.3. Procedure

<text to be provided>

8.2.3.3.1. Determination of the number of MSCs (SGSNs)

<text to be provided>

8.2.3.3.2. MSC (SGSN) processing capacity

++++++++++
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Appendix 1 - Radio planning and capacity dimensioning processes

[Editor Note - Introductory text to be provided]

TABLE I-1/E.780

Numerical example of the radio planning and capacity dimensioning processes.

(The example assumes a second generation system and voice traffic)

	
	
	Year 0 through 10
	Year 0
	Year 5
	Year 10

	Traffic demand estimation
	
	
	
	
	

	Population
	
	1,000,000
	
	
	

	Penetration
	
	
	10%
	20%
	50%

	Number of subscribers
	
	
	100,000
	200,000
	500,000

	Traffic per subscriber
	E
	
	0.02
	0.012
	0.012

	Traffic demand
	E
	
	2,000
	2,400
	6,000

	Coverage design
	
	
	
	
	

	Size of service area
	km2
	1,000
	
	
	

	Traffic distribution
	
	Uniform
	
	
	

	Nominal cell radius
	km
	2
	
	
	

	Nominal cell area (assuming circular)
	km2
	12.6
	
	
	

	Number of base sites for coverage
	
	80
	
	
	

	Number of cells / site (3-sector sites)
	
	3
	
	
	

	Frequency planning and network dimensioning
	
	
	
	
	

	Spectrum allocation
	MHz
	7.4
	
	
	

	Radio carrier spacing (as an example)
	MHz
	0.2
	
	
	

	Number of radio carriers
	
	37
	
	
	

	Nominal frequency reuse
	
	12
	
	
	

	Average number of carriers / cell
	
	3
	
	
	

	Average number of voice channels / cell (8 channels per carrier, excluding control channels)
	
	22
	
	
	

	Call carrying capacity per cell (2% blocking, Erlang B)
	E
	14.9
	
	
	

	Capacity dimensioning
	
	
	
	
	

	Total call carrying capacity
	E
	3,575
	
	
	

	Average base site traffic efficiency  (due to terrain)
	
	60%
	
	
	

	Actual call carrying capacity
	E
	2,145
	
	
	

	Spare capacity (negative means insufficient capacity)
	E
	
	145
	-255
	-3,855

	Additional capacity
	
	
	
	
	

	Additional capacity
	E
	
	0
	255
	3,855

	Limiting factor
	
	
	Coverage
	Capacity
	Capacity

	Number of additional base sites
	
	
	0
	6
	87

	Adjusting for base site traffic efficiency
	
	
	0
	10
	145

	Total number of base sites
	
	
	80
	90
	225

	Infrastructure increase
	
	
	-
	12.50%
	181.25%


Appendix 2 - Dimensioning procedure for BTSs in CDMA-based systems
The dimensioning procedure for BTSs in CDMA-based systems is as described in the following.

· BEGIN Procedure

· Initialization

Step a)
assume an initial cell radius, R0, which identifies the cell area; set the current cell radius Rcurrent, IN to R0. Assume Cup, 0 and Cdl, 0 as the initial number of carriers for the uplink and downlink, respectively; set the current uplink and downlink carriers to Cul, IN and Cdl, IN to Cul, 0 and Cdl, 0.


Go to Step b).

· Capacity analysis

Step b)
estimate the traffic demand (uplink and downlink) associated with the cell area defined by Rcurrent, IN based on user, operation environment and service mix characterization, according to E.760. If users are partitioned into classes associated with different carriers, consider the effect resulting on traffic demand estimation, i. e. the virtual layering of cells on the same sub-area;

Step c)
derive the number of simultaneous channels (codes) required to carry the traffic on a per service basis (on the uplink and the downlink, separately) while meeting specified GoS targets, which leads to the number of channels per carrier required to support the traffic mix [Editor Note: Dimensioning procedure(s) for a service mix to be described].


Go to Step d).

· Link budget analysis

Uplink - Begin

The main objective of the uplink budget analysis is to determine the [increase of the] interference level perceived by the BTS (BS) due to the overall (uplink) traffic carried in the cell. Due to the mechanism of power control exercised by the BTS on the mobiles, the interference level depends on the traffic generated by the mobiles but not on their position in the cell.

Step d)
set the initial value of the cell uplink radius Rul, computed to Rcurrent, IN;

Step e)
calculate the aggregate rise in noise generated by the carried traffic mix by using a statistical approach [Editor Note: Statistical approach to be described];

Step f)
feed the aggregate noise rise into the multi-service power budget, which is used to determine the Maximum Allowable Path Loss (MAPL) or attenuation
 [Editor Note: MAPL compution is addressed in Appendix 3]. This step bases on a propagation model (e. g. Okomura-Hata or Walfish-Ikegami) for  reflecting the constraints of the considered sub-area [Editor Note: Propagation model to be described];

Step g)
based on MAPL, determine the service-specific (uplink) cell radii which enable to meet the target bit-energy-to-total-noise-plus-interference-ratio assuming that mobile operate at the maximum transmit power;

Step h)
choose the most limiting of the cell radii defined in Step g), enter its value into Rul, computed.


Leave “Uplink” and go to Step i).

Uplink - End

Downlink - Begin
The main objective of the downlink budget analysis is to determine the maximum number of mobiles that can be connected to the BTS (BS) while meeting specified service quality objectives. Contrary to the uplink budget analysis, for the downlink analysis the position of the mobiles does matter. This is why the distance from the base station impacts the share of power allocated to each mobile and hence intracell and intercell interference.

Step i)
set the initial value of the cell downlink radius Rdl, computed to Rcurrent, IN;

Step j)
compute the mean power required for one user of each service, i. e. the power meeting the target value for the bit-energy-to-total-noise-plus-interference-ratio (power is also dependent on whether or not the mobile is in soft handover; users are supposed to be within a cell having Rdl, computed as radius) [Editor Note: Computation approach to be described];

Step k)
based on the assumption of uniform distribution of mobiles over the cell area, use a statistical approach to determine the cumulative distribution function of the required aggregate BTS (BS) transmit power corresponding to the traffic mix [Editor Note: Statistical approach to be described];

Step l)
determine the aggregate BTS (BS) transmit power corresponding to a given percentile of the distribution under step k) above;

Step m)
 check whether the percentile in Step l) corresponds to maximum BTS’s (BS’s) power: if not, adjust Rdl, computed and go to Step j), otherwise:


leave “Donwnlink” and go to Step o).

Downlink - End

Check

Step o)
 if Rul, computed and Rdl, computed are not equal, then enter min[Rul, computed, Rdl, computed] into Rcurrent, OUT and go to Step p); otherwise go to Step p).

· Loops - Begin

Step p)
 if Rcurrent, OUT is less than Rcurrent, IN


then, depending on deployment strategy, either:

· leave Rcurrent, IN unchanged,

· increase Cul, IN and Cdl, IN,

· partition the user population between the new Cul, IN and Cdl, IN carriers, and

· go to Step b);




or

· leave Cul, IN and Cdl, IN unchanged,

· set Rcurrent, IN to Rcurrent, OUT, and

· go to Step b);



otherwise

· leave Cul, IN and Cdl, IN unchanged,

· adjust (increase) Rcurrent, OUT, set Rcurrent, IN to Rcurrent, OUT, and

· go to Step b);

· Loops - End

Step p)
 stop.

· END Procedure

Appendix 3 - Propagation models for Maximum Allowable Path Loss (MAPL) estimation in the link budgets
This appendix presents propagation models for the estimation of the Maximum Allowable Path Loss (MPAL) in the link budgets used in the dimensioning of CDMA based networks.

Propagation models are intended to simulate the effect of several factors on the propagation of electromagnetic waves in order estimate the median path loss between transmitter and receiver. Among this factors are:

I. atmospheric refraction

II. reflection

III. diffraction in obstacles

The effect of each factor will depend on:

I. frequency used

II. electric characteristics of the terrain

III. wave polarization

One aspect that should be taken into account is that in link budgets simplified versions of the models should be used. For example, it is not possible to use cartography to distinguish between line of sight and non lone of sight areas or to apply clutter related corrections.

Macrocellular models

Two basic model types should be distinguished:

I. models for open (rural/suburban) areas.

II. models for urban areas.

Open areas models

The model proposed for link budget dimensioning is Okumura Hata with correction in case 1500 – 2000 MHz frequency band.

For rural areas, Okumura-Hata model employs the following formula for calculating path loss:

Lbr (dB) = Lb – 4,78[image: image11.wmf](
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For suburban environments the following formula is used:

Lbs (dB) = Lb – 2[image: image12.wmf](
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The term Lb, corresponding to the basic path loss is calculated as:

Lb (dB) = 43,3 + 33,9log f (MHz) – 13,82log hb (m) – a(hm) + (44,9 – 6,55log hb (m))log d (km)

Where:

f (MHz) = frequency

hb (m) = base station effective height

hm (m) = mobile station height

d (km) = distance between base station and mobile station

a (hm) = correction for an small city; it is calculated as:

a (hm) = (1,1log f (MHz) – 0,7)hm (m) – (1,56log f (MHz) – 0,8)

Urban areas models

The model proposed is the Xia Beroni Model. This an analytical model based on GTD and multi-screen diffraction approximation.

The geometry of the method is represented in  figure III-1/E.780/.

[image: image13.png]



Note - In the figure, the height of base station, mobile station and buildings is not in scale.

FIGURE III-1/E.780

Geometry of the Xia Beroni model.

[image: image14.wmf]f

:


Angle between BS antenna and buildings’ roof.

[image: image15.wmf]R

b

b

h

h

h

-

=

D

:
Height difference between buildings and BS.

d:


Distance TX-Rx

b:


Mean separation between buildings

w:


Mean street width.

[image: image16.wmf]q

:


Angle between MS antenna and buildings’ roof.

x:


Distance from the MS to the closer building

[image: image17.wmf]m

R

m

h

h

h

-

=

D

:
Difference between mean building height and MS height.

The propagation path loss is calculated as:

Lb (dB) = Lbf + Lmsd + Lrts

Lbf = path loss in open spaceLbf (dB) = 32,45 + 20log d (km) + 20log f (MHz)

Lmsd = loss due to multiscreen diffraction from the base station antenna to the edge to the closer building of the MS

Lmsd (dB) = 68,87 - 18log ([image: image18.wmf]b

h

 (km) + 18log d (km) – 9log b (m) – 9log f (MHz)

Lrts = loss from MS to the edge of the closer building

Lrts (dB) = -11,82 + 10log r (m) + 10log f (MHz) – 20log [image: image19.wmf]Ö
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Not all the data required for the model are expected to be easily available; however, in case a statistical characterization of the city/area main characteristics (street width, buildings height, etc) is available, a simplified version of the model can be used for dimensioning purposes with good results.

Urban area models for microcells

Microcell/picocell layers are usually employed in cellular networks in order to provide additional capacity in areas with large traffic demand (hotspots), as well as for solving coverage problems inside buildings. Microcell layer dimensioning is part of the overall dimensioning process. However, due to the simplifications that have to be assumed to address coverage aspects, a very judicious use of these models is recommended. In this sense, a more simple approach, estimating the number of microcells as a function of the traffic demand (assuming a nominal microcell capacity per sector) may be enough.

Microcells propagation is usually calculated employing deterministic models, like 2D or 3D ray tracing, that require detailed cartographic databases. The use of this cartography is not compatible with the desirable simplicity of the models to be used. A possible alternative is to use analytical models like Xia-Bertoni or semi-empirical like Lund-based model.

__________________
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1) This probability is assumed to be independent of the number of handover requests previously requested by this or any other call. The dependence of this probability on the  mobility and propagation characteristics is for further study.





� The interference in a cell depends on the thermal noise, on narrow band and wide band interference from another system, other users in the same cell and users from all the others cells.  The intra-cell interference perceived by a mobile in the uplink is independent of the location of the other mobiles due to the power control on which CDMA sysystems are based, hence for the definition of the uplink link budget the distribution of mobiles is not relevant. Contrary to the uplink analysis, for the downlink the position of the users has to be known, since the distance from the base station impacts the power share allocated to the mobile and hence both intracell and extracell interference. 





� Interference is understood as both intracell interference and intercell interference.


� The power budget takes into account the performance of the elements involved (e. g. transmitted power, feeder losses, antenna gain, sensitivity) and degradation of the radio path (propagation attenuation, shadowing effects, multipath effects) when calculating the MAPL.
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