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1) Add a notation regarding S1b to section “8.1.5 Test Signal levels”
I propose simply adding a following sentence:

"S1b should have an extra headroom to avoid saturation against maximum level of echo."

This section is a good indication to define signal levels at each test point, however, S1b should apparently be tuned differently to accept not only NE speech but also large echo without saturation which spoils the echo canceller performance.

A typical car environment may have such echo coupling that the signal level with nominal loudspeaker volume is similar to NE speech at MIC. In such a system, S1b tuning of -22dBov could be still reasonable as long as the volume is "nominal".

However, if you increase the volume to "maximum (nominal + 18dB)", and if you don't apply any AGC, compressor or limiter to the receive signal, S1b needs at least extra 18dB head room.

In our customer's system, send speech signal is actually increased around 18dB after echo cancellation. Then the nominal signal level at S1b corresponds to -22 - 18 = -40dBov, which means that the nominal signal have only 10bit resolution when you use 16bit ADC. It might be a lower bound to maintain good speech quality. The actual systems tend to limit the signal level variations by applying AGC to save dynamic ranges, which result in the level around -36 to -30dBov.

Meanwhile, a combination of 24bit ADC and 24bit DSP or 32bit floating point processor for signal enhancement has become reasonable. Then you cannot be skeptical about the tuning of -40dBov anymore.
2) Introducing viewpoint of frame process

The real subsystems such as Signal enhancement subsystem, Network transport subsystem (BT) or External subsystem (Cell phone) have their own frame rate processes (or you may say “packet size” or “frame shift”). The fact that those frame rates are different each other, or the data transfer between each two subsystems are done sample by sample causes significant delay. Some examples of frame process are shown below:

	Subsystem
	Frame rate

	Signal enhancement
	8 – 16 msec
 (due to spectral analysis resolution for noise suppressor)

	Bluetooth
	1.25, 2.5, 3.75 msec (CVSD) for Narrow band

    7.5, 15 msec         (MSBC) for Wideband

	Cell phone
	20 msec (Speech codec)


If all subsystems have the same frame rate, say 20msec, each frame process doesn't cause any extra delay. However, if a send subsystem and a receive subsystem have different frame rate each other, those frame process cause long delay.

Suppose that Signal enhancement subsystem (SE) has 16msec frame process and BT has 15msec. 
No buffering system (It cannot be continuous process) -> NG
BT can transfer 15msec data out of 16msec data output by SES leaving 1msec data, which is transferred with next 16msec frame data.

[image: image1]
Buffered system (There exists the same delay as receiver’s frame rate)

By introducing a buffer, data transmission can be done continuously.

[image: image2]
Buffered system - Opposite (Receive) direction


[image: image3]
As shown above, the solution to arbitrate frame rate differences is to add buffer, which causes the same length of delay as the receiver’s frame rate. It corresponds to the case when the buffer passes the data “sample-by-sample”. If the one frame rate is multiple of the other’s, the buffer delay can be shorter.
(The actual frame rate of our speech enhancement is 10 msec for narrow band to meet succeeding BT frame rate, and is 15 msec for wideband.)
In conclusion, I propose followings:
a) All subsystems should specify their frame rates.

b) Sample-by-sample process should be regarded as 1 sample frame rate.

c) Delay due to frame rate conversion from sender to receiver should be defined separately from the other substantial delay.
d) Diagnostics should also consider items above.
I will show an example of wideband mode BT-HF system below. I don’t know how BT transmission delay has been calculated as 25ms. I would be happy if anyone give their precise numbers.

BT must wait for the next frame data to send the current residual data. 


Continuous process is impossible… Finally the delay reaches the receiver’s frame rate.
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