- 4 -
电信标准化局第209号通函

	[image: C:\Users\clarker\AppData\Local\Temp\7zE04E6E9AC\ITU official logo_blue_RGB.png]
	国 际 电 信 联 盟
电信标准化局
	

	
	2019年11月21日，日内瓦

	文号：
	电信标准化局第209号通函
	致：
–	国际电联各成员国主管部门；
[bookmark: lt_pId024]–	ITU-T部门成员；
–	ITU-T部门准成员；
–	国际电联学术成员


	电话：
	+41 22 730 6805
	

	传真：
	+41 22 730 5853
	

	电子邮件：
	tsbfgai4ad@itu.int
	抄送：
–	ITU-T各研究组正副主席；
–	无线电通信局主任；
–	电信发展局主任


	事由：
	[bookmark: _Hlk25666860]设立新的ITU-T“人工智能促进自动和辅助驾驶”焦点组（FG-AI4AD）并于2020年1月21-22日在英国伦敦举行焦点组第一次会议（含讲习班）


尊敬的先生/女士：
1	根据ITU-T第16研究组在日内瓦召开的会议（2019年10月7-17日）上达成的一致意见，我在此高兴地宣布设立ITU-T“人工智能促进自动和辅助驾驶”焦点组（FG-AI4AD），由英国自主驾驶联盟（ADA）的Bryn James Balcombe先生担任主席。
2	该焦点组的目标是根据1949年和1968年《道路交通公约》，支持自动驾驶和辅助驾驶中人工智能系统支持的服务和应用的标准化活动。该焦点组的工作与联合国欧洲经济委员会（UNECE）全球道路交通安全论坛（如WP1、WP29、GRVA）密切相关，并将与这些委员会共享进展信息。焦点组旨在为人工智能驱动的驾驶功能（如人工智能作为驾驶员）建立一个通用的最低性能阈值，这对于在我们的道路上广泛部署人工智能所需的全球公众信任至关重要。 
为部署在道路上的人工智能定义这样一个最低的可接受性能阈值并满足以下公众的最低期望非常重要：
1)	人工智能达到或超过称职和谨慎的人类驾驶员的表现
2)	人工智能杜绝漫不经心或危险鲁莽的驾驶行为
3)	人工智能始终具有避免碰撞的意识、意愿和能力
3	参与FG-AI4AD工作不收取任何费用，国际电联成员国有意为该项工作做出贡献的所有个人均可参加，这包括各国政府、汽车和电信/ICT行业及协会、学术界和研究机构、非国际电联成员和个人等。如对有关此焦点组的最新消息和公告感兴趣，请加入FG-AI4AD电子邮件通讯录。有关如何加入的详细信息见FG-AI4AD主页：http://itu.int/go/fgai4ad。
4	焦点组将根据ITU‑T A.7建议书中规定的程序，在附件1中阐述的议定职责范围内开展工作，初始存续期为两年。
5	FG-AI4AD第一次会议将于2020年1月21-22日在英国伦敦举行，由英国自主驾驶联盟（ADA）盛情承办。确切地点将在FG-AI4AD主页上公布。 
本次活动将首先在第一天举行一个讲习班。在开始自主驾驶之旅时，人们认为采取利益攸关多方的方式是有益的。讲习班将提供一个从各种渠道学习相关研究和实验成果的机会，为定于第二天正式开始的焦点组的未来工作奠定基础。讲习班的具体细节将公布在FG-AI4AD的网页上。
FG-AI4AD第一次会议的目标包括：
–	讨论“人工智能促进自动和辅助驾驶”的职责范围和工作计划；
–	就FG-AI4AD预期实际成果的路线图达成一致，确定时间表、范围和编辑，并为焦点组的成员分配工作职责；
–	以ITU-T A.7为基础，就FG-AI4AD的工作方法达成一致；
–	就FG-AI4AD未来会议计划（包括会议频次）达成一致。
6	根据附件1中规定的职责范围，现就“人工智能促进自动和辅助驾驶”焦点组的第一次会议征集书面文稿，以实现上文所述目标。
7	应采用FG-AI4AD主页提供的模板以电子格式向秘书处（sbfgai4ad@itu.int）提交书面文稿。截止日期为2020年1月13日。
8	第一天的会议将于09:30开始，与会者注册工作将自08:30起开始。会议议程将在会议开始前在FG-AI4AD主页上发布。讨论将仅用英文进行，可远程参会；详细信息将在FG-AI4AD主页上提供。
9	会议实用和后勤信息将公布在FG-AI4AD主页上：http://itu.int/go/fgai4ad。可使用附件2中的表格申请签证协办函。
10	为使主办方能够做出必要的会务安排，请与会者尽快且不迟于2019年12月20日通过FG-AI4AD主页进行网上预注册。由于名额有限，注册将按先到先得的原则进行办理。远程参会和现场参会均需注册。



[bookmark: lt_pId077]重要截止日期：
	2019年11月29日
（建议截止日期）
	–	提交签证协办函申请（见附件2）

	2019年12月20日
	–	预注册（通过FG-AI4AD主页在线进行）

	2020年1月13日
	–	提交书面文稿（通过电子邮件发送至tsbfgai4ad@itu.int）


祝您与会顺利且富有成效！

	顺致敬意！
[image: ]电信标准化局主任
李在摄
	[image: ]
最新会议信息


[bookmark: _GoBack]附件：2件

ANNEX 1

Terms of Reference:
ITU-T Focus Group on "AI FOR AUTONOMOUS AND ASSISTED DRIVING" 
(FG-AI4AD)
(Approved by ITU-T SG16 on 17 October 2019)
[bookmark: _Hlk7618046]1.	Rationale and Scope
The application of AI on our roads will enable new services and applications and accelerate progress towards the United Nations Sustainable Development Goals. 
AI can play a significant role to reduce road deaths and injuries (SDG 3.6) whilst also encouraging safe, affordable, accessible and sustainable transport systems (SDG 11.2). However, the widespread, socially acceptable, deployment of AI on our roads is dependent upon technology achieving public trust. 
To realise AI’s potential to reduce the 1.3 million annual road deaths, it is important to define a minimal acceptable performance threshold for AI deployed on our roads and meet the public expectation that;
1. AI never engages in careless, dangerous or reckless driving behaviour
2. AI remains aware, willing and able to avoid collisions at all times
3. AI meets, or exceeds, the performance of a competent & careful human driver
Achieving these performance thresholds requires a combination of both ‘vehicle performance’ and ‘driver performance’. 
[bookmark: _Toc505702997][bookmark: _Toc505705752]In this instance ‘vehicle performance’ would refer to the traditional vehicle platform hardware, the introduction of drive-by-wire actuators and the sensing, processing and communications equipment required for running the AI software. These areas relate closely to the work of the UNECE World Forum for Harmonization of Vehicle Regulations (WP.29) including the ‘Proposal for the Future Certification of Automated/Autonomous Driving Systems’ (published by the Working Party on automated/Autonomous and Connected Vehicles 19th November 2018 as ECE/TRANS/WP.29/GRVA/2019/13).
Until the introduction of AI on our roads ‘driver performance’ has always referred to the skills, behaviour and licencing of human drivers. These efforts being more closely associated with the UNECE Global Forum for Road Traffic Safety (WP.1) and specifically in relation to AI ‘the resolution on the deployment of highly and fully automated vehicles in road traffic’ (published on the 3rd October 2018 as ECE/TRANS/WP.1/165).
WP.29’s proposal for ADS (Automated/Autonomous Driving Systems) certification to include Real World Test Drives and Driving Licence Tests using a performance threshold comparable to an experienced driver provides a foundation for the proposed ITU Focus Group. 
Additionally, the Focus Group should consider UNECE WP.1’s recommendations that automated vehicles should; make road safety a priority; be capable of monitoring and safely interact with the surrounding traffic environment; endeavour to safely tolerate errors of other road users in order to minimize potential effects of such errors; react to unforeseen situations in a way that minimizes danger to the vehicle’s users and other road users; communicate with their users and other road users, in a clear, effective and consistent way, by providing sufficient information about their status and intention, and enabling an appropriate interaction. 
As recognised by RDW (the Netherlands Vehicle Authority), the next phase of AI enhanced mobility requires a shift of focus; from hardware to behaviour, from compliance to performance; from admission to continuous monitoring and harmonisation between Worldwide, European and National approaches.
2.	Objectives of the FG-AI4AD
The objective of the Focus Group is to support standardisation activities of AI evaluation in autonomous and assisted driving. To this end, the FG aims to create an open framework for collaboration and sharing of expertise that leads towards international harmonisation on the definition of a universal minimal performance threshold for AI enabled driving functions (such as AI as a Driver) which is essential to building the global public trust required for widespread deployment of AI on our roads. 
More precisely, the objectives include;
a) To establish liaisons and relationships with other organisations which could contribute to the standardisation activities for services and applications for AI in autonomous and assisted driving.
b) To stimulate public engagement and international collaboration to help realise the potential for AI to reduce road deaths and injuries (SDG 3.6) whilst also encouraging safe, affordable, accessible and sustainable transport systems (SDG 11.2).
c) To study, gather information and develop a standards research orientation and standards research plan related to AI evaluation within vehicles featuring autonomous and assisted driving functions.
d) To identify and study the enabling technologies and key tasks within assisted and autonomous driving for standardization of AI evaluation.
NOTE: interconnection between communication technologies e.g. IMT-2020 and the applications for AI in autonomous and assisted driving, may be considered for the related use cases, where relevant.
e) To produce a gap analysis of standardisation, legislation, Voluntary Safety Self-Assessment (VSSA) and independent assessment programmes in the areas of autonomous and assisted driving.
NOTE- The above need to consider the existing solutions brought to the table by various stakeholders and migration strategies to the future.
f) To identify the minimal universally accepted expectations for driver behaviour that are the prerequisites for the Safe System approach to road safety including the principles that; humans are fallible; humans are vulnerable; road safety is a shared responsibility amongst everyone, including those that design, build, operate and use the road system; all parts of the system must be strengthened in combination to multiply their effects, and road users are still protected if one part fails.
g) To support the ongoing efforts within UNECE WP.1 and WP.29 to address the shift in mobility towards vehicles featuring automated and assisted driving.
h) To identify tools and mechanisms for promoting participation and supporting incentives to be available to all stakeholders, and to leverage the global reach of the AI for Good Global Summit in this regard.
i) To study the expectations and requirements of law enforcement, accident investigators, insurers and judicial systems in the context of driving behaviour, impacts, collisions and near-misses.
j) To establish the technical and/or proprietary issues that may prevent/restrict access to data captured by the AI required for continual assessment of performance on AI as a Driver.
k) To analyse the privacy challenges associated with the individuals’ fundamental right to privacy associated with the collection, sharing and use of data acquired during autonomous and assisted vehicle operation.
l) To analyse, in the context of vehicles featuring autonomous and assisted driving, the EU Ethics Guidelines for Trustworthy AI to be met throughout the system’s entire life cycle; (1) it should be lawful, complying with all applicable laws and regulations (2) it should be ethical, ensuring adherence to ethical principles and values and (3) it should be robust, both from a technical and social perspective since, even with good intentions, AI can cause unintentional harm.
m) To stimulate public debate and media reporting in the concept of an evaluation for AI on our roads and enhance the quality of discussion beyond the narratives around the Trolley Problem.
3.	Specific tasks and deliverables
The activities, tasks and deliverables for the proposed FG-AI4AD will focus upon the behavioural evaluation of AI responsible for the dynamic driving task in accordance with the 1949 and 1968 Convention on Road Traffic of the UNECE Global Forum for Road Safety. This will include in-use assessment of AI driving behaviour using onboard vehicle systems. The assessment is expected to become an integral part of the field monitoring of assisted and automated vehicles required to ensure continual validation of safety performance.
a) To develop the specification for evaluation of AI on our roads that defines a minimum performance threshold and establishes a definition for the burden of proof;
b) To provide information about the evaluation of AI on our roads to increase global public acceptance.
c) To develop guidelines for the deployment of the evaluation of AI on our roads within private vehicles, commercial fleet operators, public transport operators, mobility-as-a-service operators and emergency response vehicles. 
d) To develop a list of SDOs, forums, consortia and other entities, including opensource, dealing with services and applications aspects of AI for autonomous and assisted driving and liaise with the organizations that could contribute to the related ITU standardization activities.
e) To gather information on initiatives pertaining to AI on our roads, identify existing standards, best practices and challenges for adoption of autonomous and assisted driving. 
f) To analyse the standardization gaps related AI on our roads and develop a future standardization roadmap for evaluation, taking into consideration the activities currently undertaken by other ITU groups, various standards developing organizations (SDOs) and forums;
g) To describe the roles and activities of the different stakeholders required to realise the potential of AI on our roads within the safe system approach.
h) To provide terminology and taxonomy for evaluation of AI used for autonomous and assisted driving, including a mapping that aims to harmonise the language used in existing standards, legal frameworks and guidelines.
i) To define specifically the terms ‘careless’, ‘dangerous’, ‘reckless’, ‘aware’, ‘willing’, ‘able’, ‘competent’, ‘careful’, and similar, in the legal context of autonomous and assisted driving in such a manner that they can be implemented and interpreted in software while being understood by humans.
j) To develop a roadmap for the global deployment of evaluation of AI on our roads with the Vision Zero goal of eliminating of all deaths and serious injuries by 2050 while aligning with the United Nations 2030 Agenda for Sustainable Development. The roadmap must consider the cost and impact of deploying evaluation of AI on our roads. This should be considered within the context of holistic national investment in the Safe System approach to road safety.
k) To draft technical reports which may include architectures, interfaces, protocols and data formats required to validate the performance threshold of AI on our roads. These technical reports describe the information a validation system would need to execute the performance evaluation of the AI. 
l) To identify the technical landscape, a technical standards investigation orientation and standards investigation plan related to AI within assisted and autonomous driving systems.
m) To develop technical reports on the application of enabling technologies in evaluation of AI within assisted and autonomous driving systems. These technical reports describe the information the AI could provide to the validation system for the purposes of performance evaluation. 
n) To develop guidelines which address privacy and proprietary challenges that may prevent/restrict access to data captured by the AI required for continual assessment of AI Driver performance. Including reference to the work of ITU-T SG17 on security and protection of personal information for vehicular multimedia and public adoption of Black Box (Telematics) insurance.
o) To organise thematic workshops and forums covering AI on our roads that bring together all stakeholders, promotes the activities and encourages both ITU members and non-ITU members to join its work.
NOTE – The needs of persons with disabilities and specific needs will be taken into account in undertaking the tasks above and preparation of deliverables. It is expected that using AI and drive-by-wire controls will enable new forms of adapted driving that will increase driving safety for persons with disabilities and increasing human autonomy as a mobility solution.
4.	Relationships
The proposed AI4AD Focus Group will work closely with SG16 through co-located meetings when possible. It will establish and maintain task-appropriate collaboration arrangements with other groups in ITU.
The proposed AI4AD Focus Group will collaborate with, not limited to:
· ITU-T SG12 to leverage the P.1100-P.1199 series on communications involving vehicles and the outcomes of the Focus Group on Driver Distraction
· ITU-R SG4 and SG5 on connectivity for high precision navigation
· ITU-T SG17 on security and protection of personal information for vehicular multimedia
· ITU-T Q27/16 on vehicle gateway platform for telecommunication and ITS services and applications
· ITU-T FG-VM on vehicular multimedia
· ITU-T SG13 and ITU-T FG ML5G on the interaction between future networks and AI/ML mechanisms, specifically for autonomous driving vertical.
Furthermore, the FG-AI4AD will collaborate (as required) with other relevant groups and entities, in accordance with Recommendation ITU-T A.7. These include governments, non-governmental organizations (NGOs), policy makers, SDOs, industry forums and consortia, companies, academic institutions, research institutions, open source forums and other relevant organizations.
5.	Structure
The proposed FG-AI4AD may establish sub-groups if needed.
6.	Parent group 
The parent group of the FG- AI4AD is ITU-T Study Group 16 "Multimedia coding, systems and applications". 
7.	Leadership 
See clause 2.3 of Recommendation ITU-T A.7.
8.	Participation 
See clause 3 of Recommendation ITU-T A.7. A list of participants will be maintained for reference purposes and reported to the parent group.
9.	Administrative support 
See clause 5 of Recommendation ITU-T A.7. 
10.	General financing 
See clauses 4 and 10.2 of Recommendation ITU-T A.7.
11.	Meetings 
The Focus Group will conduct regular meetings. The frequency and locations of meetings will be determined by the Focus Group management. The overall meetings plan will be announced after the approval of the terms of reference. The Focus Group will use remote collaboration tools to the maximum extent. 
The meeting dates will be announced by electronic means (e.g., e-mail and website, etc.) at least four weeks in advance. 
12.	Technical contributions 
See clause 8 of Recommendation ITU-T A.7. 
13.	Working language 
The working language is English. 
14.	Approval of deliverables 
Approval of deliverables shall be taken by consensus. 
15.	Working guidelines 
Working procedures shall follow the procedures of Rapporteur meetings. No additional working guidelines are defined. 
16.	Progress reports 
See clause 11 of Recommendation ITU-T A.7.
17.	Announcement of Focus Group formation 
The formation of the Focus Group will be announced via TSB Circular to all ITU membership, via the ITU-T Newslog, press releases and other means, including communication with the other involved organizations. 
18.	Milestones and duration of the Focus Group 
The Focus Group lifetime is set for two years from the first meeting with possibility of extension. 
19.	Patent policy 
See clause 9 of Recommendation ITU-T A.7.
ANNEX 2
INVITATION LETTER REQUEST FORM
All foreign visitors entering the United Kingdom must have a valid ID or passport. Visitors from countries whose citizens require a visa should apply at the earliest opportunity, and well in advance of travel. To check if you require a visa to enter the UK please check the latest advice on the UK Government website at:
https://www.gov.uk/check-uk-visa. 
You may need a letter of invitation from the UK host, which you will need to present to the UK embassy/consulate in your area in order to obtain your visa. In order to obtain an invitation letter:
1. Please complete the form below.
1. An electronic copy of your passport must be provided with your name, date of birth, nationality, passport number, expiration date of passport, etc., clearly seen on the copy.
1. If you have been to the UK before, please provide an electronic copy of any previous UK visas and/or records.
1. [bookmark: OLE_LINK5][bookmark: OLE_LINK6]Send the info in sections A, B and C as e-mail attachments to bryn@ada.ngo; please mark in the subject line “Invitation letter request for ITU‑T FG-AI4AD meeting (21-22 January 2020)”.
(Remember to scan your passport and e-mail it to us so that it is discernible and can be used.)

	Company
	

	Applicant Information
	
	Mr          Miss          Ms          Mrs       

	
	
	Date of birth :
      

	
	
	Place of Issue:  

	
	Date of Issue:
      
	Date of Expiry:
       

	
	Marital Status:  
	

	
	If the country in which you'll obtain your visa is different from your nationality, please indicate it here:


	Address
	
Telephone Number:   
Fax Number:   
E-mail:   

	Note
	

	Date of arrival in UK
	
	Date of departure from UK
	


(Please do not forget to attach a copy of your passport photograph page before sending.)
In order to receive an invitation letter, your information should be provided to the host before 
29 November 2020. 
NOTE: The host will do its best to provide invitation letters that are requested late; however, it cannot guarantee that a visa will be received in time for the FG-AI4AD meeting.
______________
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