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Summary

This Annex specifies the hardware manager CGOE component.

Keywords

<Optional>

1
Scope

This Annex specifies the hardware manger CGOE component.

2
References

The following ITU-T Recommendations and other references contain provisions, which, through reference in this text, constitute provisions of this Recommendation. At the time of publication, the editions indicated were valid. All Recommendations and other references are subject to revision; users of this Recommendation are therefore encouraged to investigate the possibility of applying the most recent edition of the Recommendations and other references listed below.  A list of the currently valid ITU-T Recommendations is regularly published.

The reference to a document within this Recommendation does not give it, as a stand-alone document, the status of a Recommendation

Editor’s note: To be completed
3
Definitions

Editor’s note: To be completed

This Recommendation defines the following terms:

3.1 
Application: (See Recommendation Y.CGOE) 
3.2 
Carrier grade: (See Recommendation Y.CGOE) 
3.3 
CGOE component: (See Recommendation Y.CGOE) 
3.4
End-to-End Security: End-to-end security refers to security between two Diameter nodes, possibly communicating through Diameter Agents.  

3.5
Functional requirements: (See Recommendation Y.CGOE)
3.6
Middleware: (See Recommendation Y.CGOE)
3.7 
Non-functional requirements: (See Recommendation Y.CGOE)
4
Abbreviations

Editor’s note: To be completed
	AAA
	Authentication, Authorization and Accounting

	CGOE
	Carrier Grade Open Environment


5
Conventions

This Recommendation uses the CGOE component diagram conventions detailed in clause 5 of the main body of this Recommendation.
6
The hardware manager CGOE component

6.1
General

The Hardware Management component has overall responsibility for the monitoring, control, and manipulation of the physical environment that operating systems, management infrastructure, and service applications execute on.  In the context of the CGOE, the physical environment consists of manageable resources that can be replaced as a unit in the field.  These managed field replaceable units (FRUs) are packaged differently according to requirements into Rack Mount Servers (RMS), chassis with multiple slots populated with blades (application and I/O), or specialized equipment such as Network Attached Storage (NAS) units.  In short, any manageable physical resource is the dominion of the HW Manager component regardless of configuration or technology.

To be manageable, a HW resource must be able to, at a minimum, report its status (sensors).  Most managed HW resources will also have controls that greatly improve the ability to manage the system as a whole.  For example, if the HW Manager detects an out of range temperature on an application processor it can speed up the fan associated with it.  This type of fault detection, diagnosis, and repair scenario requires the HW manager to interface to several other components in the Availability Management category of components.

6.2 
Relationship with other CGOE components

The following simple figure shows the HW Management component relative to other system components.

   [image: image1.emf]Fault Management

Availability Management

Event Management

Event 

Manager

Notification

Network Management

Availability Middleware

Element Management

Alarm 

Management

Policy 

Manager

Intelligent 

Platform

Configuration 

Manager

HW 

Management

Availability

Manager

Network 

Manager

Non-intelligent 

Platform

Fault Management

Availability Management Availability Management

Event Management

Event 

Manager

Notification

Network Management

Availability Middleware Availability Middleware

Element Management Element Management

Alarm 

Management

Alarm 

Management

Policy 

Manager

Policy 

Manager

Intelligent 

Platform

Configuration 

Manager

Configuration 

Manager

HW 

Management

HW 

Management

Availability

Manager

Availability

Manager

Network 

Manager

Network 

Manager

Non-intelligent 

Platform


Figure hdwr-mgr.1/Y.cgoe-cmpts - Relationship of HW Management Component to CGOE

The HW Management component is the single point of interface and management for the hardware environment after the system has booted and is operational.  In some cases network elements may have a pre-boot management environment for diagnostic and pre boot configuration.  The pre boot environment is out of scope for this component.

The HW Management component is interfaced to both intelligent and non intelligent HW platforms.  Several industry standard interfaces are defined for intelligent platform interface.  In the case of a non intelligent platform a combination of standard and proprietary interfaces may be used depending of functionality and complexity of the managed resource.

Above the HA Management component are the management entities that care about the status of the HW platform or have a role in controlling the managed HW platform resources.  Four components are interfaced to the HW Management component:

1. Configuration Management component receives and stores HW inventory information for use in managing the combined HW and SW resources as a system delivering a service,

2. Availability Management component that manages the statefull redundancy, failover, and recovery of all managed resources.

3. Alarm Management (Alarm Monitoring component) that propagates alarms related to HW errors, faults, and abnormal conditions, and

4. Network Management that allows a remote technician to directly monitor and in rare cases control the state of the HW platform.

6.3
Internal functional properties

The HW Management component has the following internal properties:

1. HW Configuration Management

2. HW Event Management

6.3.1
HW Configuration Management

Description

The HW Configuration Management function maintains a table of information for all managed hardware resources in the target platform.  The table is typically populated through a discovery operation at boot time or during recovery operations.  Periodically an upstream component may request an update to the information.  Information discovered and stored can be extensive including:

· Type

· Device ID

· Manufacture

· Serial #

· Location

· Controls

· Sensors

· Defaults

· Ranges

· State

The HW Configuration Management function can also receive commands to manage the configuration table (clear, rebuild, etc.).

The HW Configuration Management function is also used to control and provision the hardware environment.  This would include the following get and set operations:

· State, 

· Watchdog timers, 

· Sensor readings, 

· Controls,

· Thresholds, and

· Enable/disable alarms

Applicable Standards
No standard exists that defines a standard HW Management component.  However, interface standards such as the SA Forums HPI, IPMI, and other hardware management interfaces imply that the above function properties are implemented.  These standards define the data required and its format.  

In the case of location information, the physical location must be defined in a standard format but will contain platform specific location identities or codes.  

In the case of state information, ITU-T X.731 and Telcordia GR1093-CORE must be adhered to.  
6.3.2
HW Event Management

Description

The HW Event Management function is complementary to the event management functions within the system availability middleware.  With hardware sensors and timers set by the Configuration Management function, events will be generated, processed, and communicated to the Alarm Monitoring component within alarm management.

Applicable Standards
No standard exists that defines a standard HW Management component.  However, interface standards such as the SA Forums HPI, IPMI, and other hardware management interfaces imply that the above function properties are implemented.  These standards define the data required and its format.  

The most widely used standard for alarm management and communication is the International Telecommunications Union (ITU) Recommendation ITU-T X.733, Alarm Reporting Function.  The CGOE HW Management component’s Alarm Information Format functional property must conform to this standard.  The following are the applicable standards defined in X.733:

In addition to the ITU X.733 standard, the 3rd Generation Partnership Project (3GPP) has defined additional detail and application of the ITU standards.  The following 3GPP standard must be adhered to: 
   Technical Specification Group Services and System Aspects;
     Telecommunication management; Fault Management;

        Part 1: 3G fault management requirements     3GPP TS 32.111-1 V6.0.0 (2003-12)
        Part 2: Alarm Integration Reference Point      3GPP TS 32.111-2 V6.0.0 (2004-12)
6.4
Non-functional properties

Editor’s Note: Information to be added

6.5 
Interfaces

6.5.1
Hardware Manager-IF-01 <Intelligent Platform Interfaces>

Description

Many hardware platforms include managed resources with a significant amount of intelligence, including the ability to communicate information about itself as well as its status.  In addition, intelligent platform resources have the ability to receive, maintain, and use configuration information,  As an example, an intelligent power supply can communicate its type (AC/DC), manufacture, sensors (voltages, currents, temperature), controls (reset, off/on, voltages, currents, start up sequences), and current state.

Applicable Standards
The most widely used standard for interfacing to intelligent platforms is the Intelligent Platform Management Interface (IPMI). Introduced in 1998, IPMI is a messaging protocol that defines how to monitor systems hardware, control system components, and retrieve hardware event logs and more. IPMI messages flow “in-the-box” (on channels like the I2C-based Intelligent Platform Management Bus (IPMB).

6.5.2
Hardware Manage-IF-02 <Non-Intelligent Platform Interfaces>

Description

Many hardware platforms include managed resources with that have no intelligence as defined above.  Rather, they are limited to very basic actions such as status (IE: bit register), reset, and control register functions.

Applicable Standards
In many cases the interface to non intelligent interfaces are proprietary.  However, some basic interface standards that are used for non intelligent resources are I2C and RS232/RS422.

6.5.3
Hardware Manager <Programmatic Interface>

Description

System and availability management components that require information, status, and control of managed hardware resources require a programmatic interface. The following components are dependent on this interface:

· Availability Management

· Configuration Management

· Alarm Monitoring

Applicable Standards
The SA Forum’s Hardware Platform Interface (HPI) is a well accepted programmatic interface to internal system and availability management functions as well as user applications that require knowledge or control of hardware managed resources. The latest version of the HPI specification, SAI-HPI-B.01.01, was published in March of 2004.  

The SAF Hardware Platform Interface (HPI) specifies a generic mechanism to monitor and control highly available systems. The ability to monitor and control these systems is provided through a consistent, platform independent set of programmatic interfaces.  The HPI specification provides data structures and functional definitions that can be used to interact with manageable subsets of a platform or system.  The HPI allows Applications and Middleware access to and management of hardware components via a standardized interface.  Its primary goal is to allow for portability of Application and Middleware code across a variety of HPI-enabled hardware platforms.

6.5.4
Hardware Manger-IF-04 <External System Interfaces>

Description

Element and Network management system may require a direct access to the HW Management component.  This interface must be used with extreme caution to prevent destabilizing the system by circumventing or conflicting with the Availability Management Middleware.

Applicable Standards
Several widely used interfaces may be used to interface with eth HW Management component.  These include;

· SNMP

· CLI

· TLI

7
Security
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