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Motivation : ML-based QoS/QoE Optimisation

• Future Networks increasingly complex due to scale, heterogeneity, 
density, dynamics, ….. 

• Analytical models / heuristics no longer adequate 

• Predictive / prescriptive QoS schemes (e.g.,what-if-scenarios) based 
on AI / ML
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Figure 1: Architecture for network optimization

achieved by means of “conventional” SDN-based measure-
ment techniques (e.g., OpenFlow [20], OpenSketch [34]) or
more novel telemetry proposals such as INT for P4 [16] or
iOAM [1]. Likewise, in the knowledge plane there is an op-
timizer whose behavior is de�ned by a given target policy.
This policy, in line with intent-based networking, may be
de�ned by a declarative language such as NEMO [2] and
�nally being translated to a (multi-objective) network opti-
mization problem. In this point, an accurate network model
can play a crucial role in the optimization process by leverag-
ing it to run optimization algorithms (e.g., hill-climbing) that
iteratively explore the performance of candidate solutions
in order to �nd the optimal con�guration. We intentionally
leave out of the scope of this architecture the training phase.

To be successful in scenarios like the one proposed above,
the network model should meet two main requirements:
(i) providing accurate results, and (ii) having a low compu-
tational cost to allow network optimizers to operate in short
time scales. Moreover, it is essential for optimizers to have
enough �exibility to simulate what-if scenarios involving
di�erent routing schemes, changes in the topology and vari-
ations in the tra�c matrix. To this end, we rely on the capa-
bility of Graph Neural Network (GNN) models to e�ciently
operate and generalize over environments represented as
graphs. Our GNN-based model, RouteNet, inspired by the
Message-Passing Neural Network [12] used in the chemistry
�eld, is able to propagate any routing scheme throughout a
network topology and abstract meaningful information of
the current network state. Fig. 2 shows a schematic repre-
sentation of the model. More in detail, RouteNet takes as
input (i) a given topology, (ii) a source-destination routing
scheme (i.e., relations between end-to-end paths and links)
and (iii) a tra�c matrix (de�ned as the bandwidth between
each pair of nodes in the network), and �nally produces

Figure 2: Scheme of RoutNet - our GNN-based model.

performance metrics according to the current network state
(e.g., per-path delays or jitter). To achieve it, RouteNet uses
�xed-dimension vectors that encode the states of paths and
links and propagate the information among them according
to the routing scheme. In Section 5, we provide some relevant
use-cases with experiments that exhibit how we can bene�t
from this GNN model in di�erent network-related problems.

3 NETWORK MODELINGWITH GNN
In this section, we provide a detailed mathematical descrip-
tion of RouteNet, the GNN-based model proposed in this
paper and designed speci�cally to operate in networking
scenarios.

3.1 Notation
A computer network can be represented by a set of links
N = {li }, i 2 (0, 1, . . . ,nl ), and the routing scheme in the
network by a set of paths R = {pk } k 2 (0, 1, . . . ,np ). Each
path is de�ned as a sequence of links pk = (lk (0), . . . , lk ( |pk |)),
where k(i) is the index of the i-th link in the path k . The
properties (features) of both links and paths are denoted by
xli and xpi .

3.2 Message Passing on Paths
Let us consider the delay on path pk = (lk(0), lk (1), lk (2) . . .).
The state of every link in this path and consequently, the
associate delays, depend on all the tra�c traversing these
links. If packet loss is negligible, the order of links in the
path does not matter. Then, the delay could be computed
as

Õ
i d(lk (i)), where d(lj ) represents the delay on the j-th

link. However, the presence of links with losses introduces
sequential dependence between the link states.

Let the state of a link be described by hli , which is an un-
known hidden vector. Similarly, the state of a path is de�ned
by hpi . We expect the link state vector to contain some infor-
mation about the link delay, packet loss rate, link utilization,
etc. Likewise, the path state is expected to contain informa-
tion about end-to-end metrics such as delays or total losses.
Considering these assumptions, we can state the following
principles:

1) The state of a path depends on the states of all the
links in the path.

2) The state of a link depends on the states of all the paths
including the link.

These principles can be matematically formulated with
the following expressions:

hli = f (hp1 , . . . , hpj ), li 2 pk ,k = 1, . . . , j (1)
hpk = �(hlk (0) , . . . , hlk (|pk |) ) (2)

where f and � are some unknown functions.
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This Challenge: Predictive Analytics with GNN
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The RouteNet Model

https://github.com/knowledgedefinednetworking/demo-routenet
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The RouteNet Model

https://github.com/knowledgedefinednetworking/demo-routenet
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Hyperparameter Tuning hL 
dimension

hP 
dimension

Readout 

 NNodes

Regularisation 

L2
Regularisation 

L2_2
32 32 256 0.1 0.01

32 32 512 0.1 0.01

64 64 512 0.1 0.01

128 128 512 0.1 0.01

128 128 512 N.A. 0.01

256 256 512 N.A. 0.01

25 %
22 %
19 %
 12%
7 %
6 %
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