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Deep Learning "Revolution"
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Ingredients for the success
1. Large volumes of data
2. Large (Deep) Models
3. Large Computing Power
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Complexity of DNN is Growing
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Large Computational Resources Needed
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Processing at the “Edge”

[slide from V. Sze]
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Processing at the “Edge”

On-device deep learning

Latency & bandwidth constraints

Distributed Data & Privacy
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Processing at the “Edge”

On-device deep learning

Latency & bandwidth constraints

Distributed Data & Privacy

We need techniques to reduces the 
computational complexity

(i.e., storage, memory, energy, runtime, 
communication overhead)
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MPEG-7 Part 17

Standard on "Compression of Neural Networks for 
Multimedia Content Description and Analysis"
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Outline of this talk

1. Background: Quantization & Encoding
2. DeepCABAC

3. Compression in Federated Learning



Background: Quantization & Encoding
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Source Coding

Represent a signal with the 
minimum number of (binary) 
symbols without exceeding an 
“acceptable level of distortion".
Lossy Step + Lossless Step
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Source Coding

Goal: Minimize the rate-distortion objective:
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Lossless Coding

The minimum information required to fully 
represent a sample w that has probability 

P(w) is of -P log2 P(w) bits (Shannon).

Challenges:
- Decoder does not know P(w)
- P(w) may be non-stationary
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Lossless Coding: Desired Properties
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Video Coding Standards
Context-based Adaptive Binary Arithmetic Coding (CABAC)
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NN Coding

In NN coding, things are more complicated:
- complex distortion term (non-linear accumulation of errors)
- no clear structure in NN weights (e.g. in video high correlation between 
frames and neighboring pixels)
- more flexibility (e.g. fine-tuning, sparsification, structural changes)
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NN Coding

is developing a standard on 
"Compression of Neural 
Networks for Multimedia Content 
Description and Analysis"



DeepCABAC



IEEE ICASSP 2020 Tutorial on Distributed and Efficient Deep Learning

Lossy Coding

Idea: Fix the binarization map B by selecting a particular (universal) lossless 
code. Then just need to find a scalar quantizer

Finding the optimal code is in most cases NP-hard
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From Source Coding to NN Coding
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From Source Coding to NN Coding

Use KL-divergence as distortion 
measure
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From Source Coding to NN Coding

If the output distributions do not 
differ too much, we can 
approximate KL with the Fisher 
Information Matrix (FIM)
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From Source Coding to NN Coding

Approximate FIM by only its 
diagonal elements
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DeepCABAC: Weighted RD-based Quantization + CABAC

Parametrize each weight parameter 
as Gaussian. Fi = 1/σi

https://github.com/fraunhoferhhi/DeepCABAC
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DeepCABAC: Uniform Quantization + CABAC
https://github.com/fraunhoferhhi/DeepCABAC
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Properties of CABAC
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Some Results
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Some Results



Compression in Federated Learning



Federated Learning



Federated Learning

Plug & Play compression by DeepCABAC

[Neumann et al. 2020, IEEE ICIP]
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Federated Learning

[Sattler et al. 2019, IEEE IJCNN]



Federated Learning

[Sattler et al. 2019, IEEE IJCNN]

Reduction in communication from 125 TB 
to 3.35 GB for every participating client.



Federated Learning



Next Standard ?



A Universal Compression Algorithm for Deep Neural Networks

Conclusion

Efficiency in storage, memory, energy, runtime, communication ..
DeepCABAC based on established compression technology

Different options (e.g. fine-tuning, structural changes, NAS)
Hardware co-design is crucial

MPEG standardization is moving forward
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Neural Network Compression
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