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## ABSTRACT

In SDN, complex protocol interactions that require forging network packets are handled on the controller side. While this ensures flexi-
bility, both performance and scalability are impacted, introducing bility, both performance and scalability are impacted, introducing
serious concerns about the applicability of SDN at scale. To improve on these issues, without infringing the SDN principles of control and data planes separation, we propose an API for programming the generation of packets in SDN switches. Our InSP API allows a programmer to define in-switch packet generation operations, which include the specification of triggering conditions, packet's conten and forwarding actions. To validate our design, we implemented requiring only minor modifications. Finally, we demonstrate that the application of the InSP API, for the implementation of a typical ARP-handling use case, is beneficial for the scalability of both switches and controller
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1. INTRODUCTION

The last few years have seen the establishment of SDN as a concrete approach to build better networks and to introduce innovation in an ossified field [24], with a growing number of deployments the intuitions that led to the design of the SDN principles [9], the SDN architecture and technologies are iteratively being updated to address the issues that are highlighted by the production deployments [28]. On the one hand, the current generation offorwarding devices, i.e., switches, is not ready to support the flexible switch's programming model introduced with SDN. Limited forwarding table
put in control messages handling [25], and slow synchronization between data and control planes [21] are just some of the issues between data and control planes [21] are just some of the issues
that are being addressed on the switch side. Likewise, a number of problems are being addressed on the controller side, i.e., where the network's control plane is implemented. Controller scalability [8], reliability [3], as well as fundamental questions about controller placement [12,13], network policy consistency [34] and network view consistency [20] can be mentioned as relevant examples of work dealing with the SDN's control plane implementation.
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