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Ingredients of Machine learning
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Correct problem 

statement

Data acquisition, 

data processing and 

cleaning

Data partition

Test data 

(marked)

Training data

(marked)

Choosing ML algorithm

• logistic model

• neural network

• deep learning

• random forest

• SVM etc. AI Studying

Working model

Model estimation / 

correction

What exactly is being 

predicted

/ optimized

Final model

New data

Integration of the results to 

company’s business processes



stamina

Artificial IntelligentHuman - expert

Goal: find clients in risk areas
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linear 

hypothesis

• human resources needed

• low forecast accuracy

• result depends on specific expert

• static model

data for 3 years model

• no human resources required

• forecast accuracy is much higher

• dynamic model, can be adapted to business’s 

changes

intellectintellect

stamina

creativity

spirit

intellect

creativity

spirit



Forecasting the outflow of the client base

Data model

Random Forest

L a n d l i n e ,  I n t e r n e t ,  M V N O

Implementation

using code

fresh data with

subscribers’ 

activity (monthly)

DB contains data for 2 

years with subscribers’ 

outflow and their 

patterns of behavior

Outflow tendency

86%
Outflow tendency

78%
Outflow tendency

65%

• Subscriber lifetime

• Voice and broadband traffic 

consumption

• Dynamics of payments

• Dynamics of account 

receivable

• Quantity/duration of

contacts with technical 

support and complaints 

solving

• Presence of fails of 

broadband sessions

• etc.

Data views

Subscribers

Voice/Broadband

traffic

TechSupport

contacts

Accounts

receivable

Charges

Fails of 

sessions 5



Technological landscape

Клиент
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Key project indicators

33 743

(53%)

29 566

(47%)

State of contact % gone from sample

Haven’t made a call 9.1%

Have made a call /

inclined
6.6% (-2,5 пп)
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39

15

34

21

7

11

SouthSiberia

4

Volga Far East

Efficiency2 Number of call-center employees

Handmade 

analytics

CX

have made a call haven’t made a call

Sample size1

1 Period is July 2017 - February 2018 
2 Efficiency.% - percentage of reaching the client that is inclined to outflow to the sample to total quantity of made contacts

Impact on operational efficiencyImpact on revenue

7



Working procedure of Technology forecasting

SUBJECTS

TREND 

LIFECYCLE

USING SOURCES

COMPLEX 

MULTIFACTOR 

ANALYSIS OF TRENDS

SCIENTISTS AND INNOVATORS INVESTORS COMMERCIAL COMPANIES

CREATION DEVELOPEMENT EXPLOITATION

SIENCE 

PUBLICATIONS
PATENTS

FINANCIAL INFORMATION

(DEALS, BUYS, IPO)

MEDIA, 

INDUSTRY SITES

4 m of publications

10 000 companies

100 countries

3 m of patents

10 000 companies

20 patents bureaus

100 countries

250 000 companies

100 000 deals

100 countries

100 000 articles

50 sources

COLLECTING DATA TECHNOLOGEIS

DATA PROCESSING AND NORMALIZATION TECHNOLOGEIS

MACHINE LEARNING TECHNOLOGEIS 

LIST OF GLOBAL TRENDS AND FACTORS
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Trends selection procedure

PatentsScience 

publications

Investment

PRIMARY LIST 

OF TRENDS

EXPANSION OF 

TRENDS’ LIST 

USING ANOTHER 

SOURCES

MERGE OF SIMILAR 

TRENDS

EXPERT 

VERIFICATION

EXPANSION WITH 

SYNONYMS

DESCRIPTION OF 

THE TREND

Deletion of most 

general trends

Example: Software, 

Hardware

Example:

SDN,

Openflow,

Software-defined 

network

Computer vision  =  Object Recognition + Machine Vision + Image Recognition 

Gesture recognition  =  Sign Language Recognition + Pen-based Interface 

SDN =  NFV + Openflow

Smart Cities =  Urban Computing + Smart Car + Smart Building 

Machine Learning =  Deep Learning + Support Vector Machine 
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Technologies of Machine learning

HIGHLIGHTING OF ENTITIES NORMALIZATION OF DATA

HIERARCHICAL CLASTERING

UCLA

Univ. of California, LA

UCLA, Los Angeles, CA

University of California at Los Angeles

Artificial intelligence

Decision Tree

Machine learning

Deep learning

Neural network
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𝑃𝑀𝐼 = log
𝑝(𝑥, 𝑦)

𝑝 𝑥 𝑝(𝑦)
𝑃𝑀(𝑎|𝑏) =

𝑃(𝑎𝑏)

𝑃(𝑏)


