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Changing Landscape of Digital Data

Environment, food, 
housing, transportation, 
crime, education, 
etc. etc. 

EHR adoption by healthcare 
centers in the US

Electronic Health Records 
at scale of millions per 
year



What is captured in the EHR? 

Source: healthcare.gov
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Electronic Health Records for future outcome prediction
Independent variables from early years
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Challenges: 

Multi-modal (Time series, Text, Images)
Biased data

Explanations of model decisions
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Using Structured Data for Early Detection
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My Students



42K variables (before) to 280K variables (now), each across time

22

Diabetes known 
risk factors

coverage

indicator for 
using  
Medication 
groups

indicator for 
each ICD-9 
procedures 
group

indicator for 
each CPT 
group

Laboratory indicators for:
Test request
Test value high
Test value low
Test value normal
Test value increasing
Test value decreasing
Test value fluctuating
(80K total Labs)

Indicator for each 
service place

Indicator for 
each 

specialty

indicator for each 
icd9 diagnosis
(86K ICD10)

• All variables except ICD-9 diagnosis evaluated in 6 
months, 2 years and entire history prior to T2D onset.

39 990 16,632 233 224 7x1000 228 32

Population-Level Prediction of Type 2 Diabetes From Claims Data and Analysis of Risk Factors
https://www.liebertpub.com/doi/abs/10.1089/big.2015.0020



2 Layers of
Dropout + Fully 
connected
+ReLU

E

A

B

C

D

P(Y3=1|input)

P(Y1=1|input)

P(YM=1|input)Input

batchnorm
+Log Softmax

Max
Pool 

Max
Pool

Convolution
+batchnorm
+ReLU

Conv
+batchnorm
+ReLU

Conv
+batchnorm
+ReLU

Conv
+batchnorm
+ReLU

Max
Pool

Time
labs

Temporal convolution in 3 
resolutions. 

Learning features and Deep Learning/Multitask learning

Temporal convolutional neural networks for diagnosis from lab tests.
https://openreview.net/forum?id=ROVmO430RTvnM0J1Ip9z
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Multi-task prediction of disease onsets from longitudinal laboratory tests
http://www.jmlr.org/proceedings/papers/v56/Razavian16.pdf

Learning features and Deep Learning/Multitask learning
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Multi-task prediction of disease onsets from longitudinal laboratory tests
http://www.jmlr.org/proceedings/papers/v56/Razavian16.pdf

Learning features and Deep Learning/Multitask learning



NYUMC Cohort



Applicable to many more outcomes and tasks 
● Early prediction of childhood obesity
● Using environmental factors to predict childhood obesity
● Predicting diabetes and diabetes complications
● Detecting undocumented but existing diseases (all diseases)
● Using lab values only to predict future diseases
● Predicting medication adherence
● Predicting appointment no-shows
● etc. etc. etc….



How to handle Clinical Notes?



Using AI + Clinical Notes for Early 
Detection
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Clinical Notes: Abbreviated, Messy, Unstructured, 
not English, not grammatical, not intended to be.
An example of a real note - de-identified:

Patient received via stretcher from ED in NAD. Ambulated without any difficulties. Patient states that he 
is due for Fentanyl lollipop 600mcg at 1800. PA [**Last Name (un) 1**] made aware of patient's arrival 
and pain meds. To assess patient at bedside.                      Handoff given to RN. Patient sleeping 
comfortably  in bed in NAD. Call bell within reach. Safety maintained.                      Patient off the floor 
to xray. Patient stable.                  Handoff report given by [**Name8 (MD) 1**], RN. IV fluids ru
nning well. Patient is resting comfortably at this assessment. Call bell within reach.                      The 
care of this patient has transferred to PA [**Last Name (un) 1**].  Current disposition: placed in 
observation.  At this time, the care of this patient was transferred to the   Emergency Medicine service 
for ED observation.  Reassessment Vital Signs:    [**2016-04-29**] 1457   BP: 120/80   Pulse
: 75   Temp: 36.2 ?C (97.2 ?F)   Resp: 15   SpO2: 100%      Temp (24hrs) Max:36.8 ?C (98.3 ?F)     
Pain Score: 8 - Eight      [**First Name8 (NamePattern2) 2**] [**Last Name (NamePattern1) 3**] is a 37 
y. o. male placed in observation under the Abdominal Pain Protocol.     Pertinent results: Upper GI  
Series/Abd XR with contrast into the small bowel    Please follow-up on: Follow-up abd XR at 8pm to 
eval f or contrast into the rectum    Plan of care in the observation unit: serial abdominal exams, 
advancement of diet, repeat abdominal XR   



Learning Semantics First - Learning Embeddings



Learning Semantics First - Learning Embeddings

All code & instructions and trained embeddings for 
24,960 clinical terms:

https://github.com/NYUMedML/DeepEHR 
(Fully open-sourced)

https://github.com/NYUMedML/DeepEHR


Extracting Structured Data from the Notes & Combining 
with Text Data



Dealing with Time



Deep EHR: Chronic Disease Prediction Using Medical Notes 
https://arxiv.org/abs/1808.04928



How to handle images?



Using Histopathology Images for Lung Cancer 
subtype and mutation detection 

NYU Medical School Collaborators
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Classification and mutation prediction from non–small cell lung cancer histopathology 
images using deep learning  https://www.nature.com/articles/s41591-018-0177-5 

https://www.nature.com/articles/s41591-018-0177-5


Our Approach



Results 



Predicting gene mutational 
status from whole-slide 
images



Predicting gene mutational 
status from whole-slide 
images

All code and instructions to get the data and 
reproduce results are available:

https://github.com/ncoudray/DeepPATH
(Fully open-sourced)



Implications and Summary

● AI can fundamentally change how we
○ Screen for Conditions
○ Generate hypotheses 
○ Recruit for clinical trials
○ Develop treatments

● Many many supervised learning tasks for next few years 
○ Predicting current and future diseases
○ Predicting from Time series, Text and Images and Between them to save time/costs

● Deployment and workflow changes remain challenging



Thank you
Questions and Comments:

narges.razavian@nyumc.org 

https://github.com/ncoudray/DeepPATH
https://github.com/NYUMedML/DeepEHR 

mailto:narges.razavian@nyumc.org
https://github.com/NYUMedML/DeepEHR

