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Data Intelligence works at incredible scale..
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2 PRESS RELEASE Bharti Airtel Q4 FY24 consolidated results
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Looking at customer engagement …
Working at tremendous scale
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Huge diversity in interactions
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Multi-Lingual Support

Understand Transliteration 

Identifying domain specific word 

Low Latency

Deep Learning 
Transformer Based Multi-Lingual

Model

Handling Garbage Queries

Active Learning

Serviceable FastAPI

Challenges Solution Approach

Historically -> NLP : To detect intent of conversations
Real Data Challenges and Approach



Multi-Lingual Support

Understand Transliteration 

Identifying domain specific word 

Low Latency

Fine-tuned LLMs

Handling Garbage Queries

Challenges Solution Approach

Now -> LLMs works better in high resource languages.. 
Real Data Challenges and Approach



Challenges of LLMs with low resource languages

ü Performance of LLMs for Low Resource 
Languages (LRLs) is hindered by unavailability of 
high-quality open-source large-scale data 
required for pre-training and fine tuning1

ü Multi-lingual models take advantage of cross-
lingual transfer up until a point, after which the 
overall performance on monolingual and cross-
lingual benchmarks degrades.1

ü LLMs fine-tuned specifically for low resource 
languages outperform base GPT models2  but 
require heavy computation cost and time

1. https://arxiv.org/pdf/1911.02116  (Unsupervised Cross-lingual Representation Learning at Scale)
2. https://arxiv.org/pdf/2312.00738  (SeaLLMs - Large Language Models for Southeast Asia)

https://arxiv.org/pdf/1911.02116
https://arxiv.org/pdf/2312.00738


Takeaways

v Creation of benchmark datasets :

v Multi modal in nature
v Assess Network performance and perform Root Cause Analysis
v Across low/high resource languages

v Creation of benchmark performance metrics

v To measure Accuracy holistically across RCA, quality of 
response, etc.

Benchmark Dataset Instances in other 
Industry around Reasoning

• MATH (Mathematics for Machine Learning) 
• GSM8K (Grade School Math 8K)
• -
• -

Performance Metrics

• Accuracy, F1-Score
• BLEU Score
• ROGUE Score
• -
• -
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