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ABOUT ME

• Professor & Founding Director, Khalifa University 6G 

Center

• Senior AI Advisor at TII

• IEEE, EURASIP and WWRF Fellow

• Citations: 70000+, h-index:115+

• More than 40 Best papers Awards

• More than 50 patents

• IEEE Signal Processing Society Distinguished Industry 

Speaker (2021-2022)

• Field of Research: AI and beyond 5G Systems



2023: THE GENERATIVE AI RACE



LLM MODELS APPEARING AT THE UNPRECEDENT PACE



The Falcon Series of Open Language Models: 7B, 40B, 180B ..

• Falcon LLM is currently at the top of the Hugging Face Leaderboard 
for pre-trained Open Large Language Models.

• Falcon-180B, has been trained on over 3.5 trillion tokens of text–the 
largest openly documented pretraining run. 

• Falcon-180B significantly outperforms models such as PaLM or 
Chinchilla, and improves upon concurrently developed models such as 
LLaMA 2 or Inflection-1.

• The production training for Falcon 180B was run on 4096 GPUs using the 
Amazon SageMaker cloud machine learning platform for a total of about 
7,000,000 GPU hours.

The World's Most Powerful Open Access Large Language Model



FALCON 2: 13th May 2024 
TOP RANKED OPEN-SOURCE MODEL



PORTABLE LLM AND AI AGENTS: END OF APPS…



2023: THE 6G RACE



2023: The 6G Kick-off Race



Next-Gen Connectivity Metrics
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LLM TELECOM  PILLARS

Large Model at Small Devices Autonomous AgentsMulti-Modality

TELECOM FOUNDATION 
MODELS TELECOM BIG DATA TELECOM AUTONOMY



DOMAIN-SPECIFIC LLMs



TelecomGPT 
To a new era of Telecom Agents



TelecomGPT

Telecom Dataset Telecom Bencmarking Telecom LLM PipelineTelecom-Specific LLM

TelecomGPT  FRAMEWORK
3 Datasets, 3 Models, 5 Benchmarks!

OpenTelecom

TelecomInstruct

TelecomAlign

Telecom-Specific Continual Pre-training 

Telecom-specific Instruct Tuning 

Telecom-specific Alignment Tuning  



OpenTelecom

TelecomGPT  DATASET

Books

Patents (C4)
+

Release 8 - 19 IEEE 802.11

IEEE 802.3

IEEE 802.15

C95.1 series

RAN

SA

CT

Keywords associate with Telecom industry & Theory (e.g., MIMO, 5G, etc)

Keywords frequently appearing in Telecom publications (e.g., 
broadband, LTE, roaming)

Keywords uniquely identifying Telecom technologies (e.g., spectrum, 
fiber-optic, data trans.)

Standards (IEEE, 
ITU, etc)

Telecom Advances 
(quantum, 5GNR)

Avoid broad terms 
(convex, efficiency)

For Continual pre-training



TelecomInstruct

TelecomGPT  DATASET

Multiple-Choice QnA

For instruction tuning

Select all that apply

Open-ended Question Answering
Answer Telecom-specific questions 

from standards, research papers, 
patents, in an open-ended manner

Technical Doc Classification
Classify text from different Tdocs into 
related working group of the relevant 

SDOs.

Math Modeling
Generate accurate math equations such 

as channel models for a given 
description of system model

Code Generation
Generate script for a given functionality 

in telecom (sending signal indicator, 
extract MAC address from a frame,..) 

Code Infilling
Infill incomplete script based on the 
con- text and the targeted functionality
 

Code Summary
Summarize the core functionality of a 

given script, including identifying if the 
script is telecom- relevant or not. 

General Instruction
Explain concepts, specifications, 

identify problems, propose solutions, in 
Telecom standards, patents, papers. 

Protocol Instruction
Generate the protocol workflows in 
Telecom standard following a human 
prompt. 



TelecomInstruct

TelecomGPT  DATASET



TelecomAlign

TelecomGPT  DATASET

For alignment tuning

• Supervised fine-tuning models have generally learned to perform telecom-relevant 
tasks, BUT:
• Repeated generation
• Too short responses
• Telecom-irrelevant content generation

• Rather than collecting real human preference data which is costly and inefficient, we 
define our preference: 
• provide concise and accurate answer
• minimum amount of information unless requested otherwise

ü Reduces latency in LLM-based communication systems
ü Aligns with concepts like semantic communication

Preference Dataset Creation: Obtained by selecting instructions with low performance metrics



TelecomGPT  PIPELINE



TelecomGPT
Ground Truth vs. Instruct vs. Align

Comparison of generated response for instruction 
task in Telecom research paper.

Our model provides concise and high-quality 
summaries of Telecom techniques compared to 

the general-purpose LLM



TelecomGPT  Benchmarking
Five Evaluation Benchmark Datasets!

Telecom Question Answering

Telecom Standards Documents Classification

Telecom Math Modeling

Telecom Code Understanding & Generation

Telecom Instruct Following

MCQ

Open-ended Questions

General instruct

Protocol instruct



TelecomGPT  Performance
Multiple-Choice Questions



TelecomGPT  Performance

Tdoc Classification
Math Modeling



Thank you


