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Visionary network requirements



Imagine the Future
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Connectivity

Network

Application

Interconnect
Everything
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Every service

Need to DO SOMETHING 
for the future networks

AR/VR Remote SurgeryAutonomous drivingSmart CitiesHolographic type
communications

Datacenter
Networks

Satellite
Networks Internet
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Evolution of Media Technologies for Future Immersive Experience

◼ Ultra-high Throughput: Along with the evolution of media technologies, the future

applications, especially the holographic type communications, potentially require ultra-

high throughput to the network.

◼ Customizable Priority and Strategy: Priorities and requirements of application

data are diverse. Besides choosing the transport layer protocol, an application should have

the capability to indicate the transport strategy.

◼ Reduced Complexity and Indeterminacy: Lossy transmission affects the

quality of content, however (lossless) re-transmission potentially decreases the throughput.

The new transport should consider the combination with new technologies, such as

network coding, to deal with packet loss and provide better end-to-end capabilities.

◼ Inherent Network Awareness: Besides packet loss, more network parameters,

such as bandwidth, delay and jitter, will influence the transport strategy. The new

transport should be network-aware.

Full 3D
Images

Virtual 
(Reduced) 
Images

Multi-dimension information 

exhausts bandwidth exponentially

High precision 

Single-dimension 

Interactions require more than  

low latency

Immersive experience requires 

extremely high performance

Providing fully immersive experience for user

64k/s          50ms

100M/s       33ms

1G/s           17msD

1T/s 1msD

Multi-capturing scheme requires ultra-high bandwidth (as shown in the table). 

Furthermore, the interaction requires deterministic delay and ultra-high precision 

synchronization. 

The loss tolerant feature also provides new opportunities for transport layer technologies. 

Bandwidth Delay

AR/VR

Hologram

Media Evolution

Text

Image

Audio

Video

Parameters
Hologram 

(5.9 inch)

Hologram 

(70 inch)

Resolution 124,800*70,200 1,536,000*864,000

Dot Pitch 1um 1um

Display Size 12.48 cm*7.02 cm 153.6 cm*86.4 cm

Bits per Pixel 24 bits/pixel 24 bits/pixel

Static Compression 40:1 40:1

Motion Compression 1000:1 1000:1

Static Image Size 5.25 Gbits 796 Gbits

Motion Image Size (at 

60FPS)
12.6 Gbps 1.9 Tbps

New transport requirements for hologram communications

Holographic Type Communications (data size analysis)
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PEOPLE

DEVICES

CONTENT

SERVICES

Ubiquitous connection of a massive number 

of physical entities, such as smart terminals, 

sensors, wearables, vehicles, and industrial 

control devices

The popularization of in-network computing and 

AI technology will let the service resources, such 

as such as micro-services, processes and functions, 

become virtual communication entities

The content in the network acts as an 

independent communication entity and is no 

longer bound to specific locations or specific 

hosts

The network needs to provide specific QoS and 

security policies based on user identity, rather than 

mapping to something

Connect Hosts

INTERNET Unified ManyNets

CLOUD/

FROG

CORE/WAN

EDGE/ACCESS
Wireless

Wired

CLOU

D

CLOUD/

FROG

CORE/WAN

EDGE/ACCESS

Wireless

Wired

CLOU

D

CLOUD/

FROG

HETEROGENEOUS 

ACCESS

WIRELESS CONNECTIVITY

Connect Everything

ManyNets

Interconnecting devices, services, contents, human beings, digitized entities, …

Interconnecting ManyNets in The Future
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Unified routing and addressing

Space-Terrestrial Integrated Network

There is a great opportunity 
to build a space-terrestrial 
integrated network

Terrestrial Network

Space Network

high dynamic &
time-varying topology

Legacy & logic complexity

Comparing with traditional optical fiber, 

space network can provide shorter end-to-

end delay theoretically when the physical 

distance is more than 3000km 

[HotNets’18 paper]

Space networks can potentially play one 

of the most important roles in future data 

communications 

The high dynamicity challenges the 

traditional IP protocol, especially in 

networking and routing.

 Space network has the 

characteristics of high dynamic 

and time-varying topology

 The space network channel is 

unstable, the bit error rate could 

be high

It is hard for GEO and

MEO to provide low 

latency due to the 

physical restriction

LEO can provide end-to-

end low latency 
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Security Issues

Trustworthy Foundation and Intrinsic Security for the Internet Infrastructure

E-bankE-commerce

BGP
AS1

AS2

AS3

IBGP

IGP

IGP

EBGP

EBGP

DNS

Web E-mail

✓ DNS hijack

✓ Cache pollution

✓ DDoS

✓ Single point failure

✓ ……

✓ BGP source hijack

✓ BGP path hijack

✓ BGP route leak

Monthly BGP Hijack and BGP Leak data, 

June 2017 to Dec. 15, 2017 (Source: BGPStream)
DNS Security Survey Report, by BT Diamond, 2017

PKI
Root 

CA

L2 

CA

L2 

CA

End 

Entity

End 

Entity

End 

Entity

✓ One-sided CA 

repealing

✓ Illegal CA fake

AR/VR
Holographic 

Communication

Infrastructures

Security Issues

Applications

The Internet heavily relies on centralized infrastructures (e.g., BGP, DNS and PKI) 

and this has caused severe problems in the past.

Decentralized Trustworthy Network Infrastructure is then highly expected. 

Alice Bob

Authenticity
Source IP spoofing

Accountability vs. Privacy
Tradeoff: exposing IP, port & TTL on wire   

impacts privacy, but their anonymization 

impacts accountability

Confidentiality & Integrity
IPSec & TLS can protect confidentiality and 

integrity of data communication, but security 

of the key exchanges with the root has still to 

be guaranteed

Availability
It is required to avoid the unavailability of the 

target resources (network, computing and 

storage) caused by DDoS attacks

Intrinsic Security is desired to 

address these issues 

End-to-End

Communications
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More Network Requirements come from Verticals

Industrial Internet (IIoT) Tele-Medical Applications Vehicular Networks

Vehicle-to-X networks enable new 

communications, while in-vehicle data is 

expected to be boosted dramatically. 

Vehicular safety also requires ultra-low 

latency and large-scale synchronization. 

AII: IIoT White Paper 2018

Direct tele-

medical 

application

（2001~2020）

MiroSurge system developed at German Aerospace 

Center (DLR Institute) with table-mounted manipulators.

Two surgeons in remote synchronization via Raven II 

platform

Synchronization 

via human + 

machine（~2025）

Source: Hospital tests lag time for robotic surgery 1,200 miles away 

from doctor, 2015 Autonomous Intersection Management (Austin University) 

Tele-medical applications are emerging 

with requirements of high-precision 

coordination and low latency signaling

Industrial fieldbus is merging with outside 

networks to form the Industrial Internet, 

which requires large-scale synchronization 

with deterministic data transmission, and 

ultra-high reliability

Source: Vehicular Networks

IIC: Connectivity Framework for the Industrial Internet

Key Network Metrics for 

Industrial Internet:

• Extremely low latency: ms

level (with us level jittering)

• Ultra-high reliability: 

>99.999% system uptime

• Precise synchronization

• Super-massive connections

• Energy efficiency

• Ultra-high bandwidth for 

particular applications
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http://www.miit.gov.cn/n973401/n5993937/n5993968/c6488070/part/6488075.pdf
https://www.computerworld.com/article/2927471/healthcare-it/robot-performs-test-surgery-1200-miles-away-from-doctor.html
http://www.cs.utexas.edu/~aim/
https://www.researchgate.net/figure/The-architecture-of-vehicular-networks-13_fig11_257877942
https://www.sirris.be/blog/first-connectivity-framework-industrial-internet


Future Network Scenarios and Requirements Towards 2030
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New IP based Networks



New IP based Networks: Enhanced, Stronger, Unified, Flexible and Secure

Best Effort

Global 
Reachability

Robustness

Intrinsic 
Security

Deterministic
Forwarding

Best Effort

Global 
Reachability

Robustness

+ User

Customizable

+ Ultra-high

Throughput

(interconnecting 
heterogeneous  

networks)

Traditional

IP
New

IP

Retaining the core 

advantages of IP  but 

improving compatibility 

and customization

Support more

application scenarios

Support the diversity of 

devices and networks

New Services:

◼ (a) Providing deterministic network service for the upper 

layer applications, especially for those requiring 

determinacy  

◼ (b) Dynamic cooperation of the new transport layer with the  

network layer, providing ultra-high throughput capability 

New Capabilities:

◼ (a) Providing intrinsic security

◼ (b) Providing user customizable capability. The 

network protocol can carry more information,  

requirements and functions from user/application

New Connecting:

◼ (a) Unified Internet by connecting heterogeneous

address spaces and variable length IP addresses

directly.

Supporting new kinds of devices, services,

capabilities and objects in the future network

diversity.
11
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Flexible and Multi-Semantic Addressing, Service-Oriented Routing

Instead of mapping all
information into network
address, diverse IDs can
be used to indicate the
destination, improving
the routing capabilities. People ID

Device ID Service ID

Content ID

Bob, Alice…

Doctor

Police

Sensor

Actuator

Computing

GPS

Storage

Movie

Music

Document

ID
N
Hxy

z
1

ab
c

2

ID
N
Hxy

z
1

ab
c

2

ID
N
Hxy

z
1

ab
c

2

Host

PC

Mobile Device

IP
Addr
esss

Ident
ity

Serv
ice 
ID

IPv6

Conte
nt ID

IP
v
4

Resou
rce ID

Heterogeneous address spaces 
should be able to 
communicate with each other

Semantic 
Obj. 1

Semantic 
Obj. 2

Semantic Meta Obj. width

Control Obj. value

Semantic 
Obj. 3

◼ Self-description

◼ Variable length

◼ Optional 

……

From fixed-length (32/128 bits) to
variable-length addresses (can be
longer or shorter)

Furthermore, the semantic fields can be
changed to satisfy a variety of

communication scenarios.

Service-oriented routing 
(direct routing based on 
diverse IDs, maintaining  
diverse ID routing tables 
in the network
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Support of Space-Terrestrial Integrated Network and Diversity of Addressing

◼ Supports topological addressing and 
geographical addressing

◼ The ingress gateway of satellite 
network adds geographic address
into New IP header and the egress 
gateway deletes the item. 

◼ The satellite network calculates the
shortest path according to the
coordinate.

◼ The data packets are forwarded to
the nearest satellite and then to the
destination.

AS 3

AS 1 AS 2

IP Prefix Geo ADDR

2:2::2/32

(20, 10)
(10, 10)

(10, 10)

(12, 8)

(14, 10)

(16, 8)
(18, 10)

3:3::3/32 (30, 15)

2:2::2/32 (20, 10)IP ADDR 2:2::2

NewIP packet header

payload

IP ADDR 2:2::2

NewIP packet header

payload

Geo ADDR (20, 10)

IP ADDR 2:2::2

NewIP packet header

payload

Sender 

Receiver 
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Deterministic Forwarding for End-to-End High-Precision and Deterministic 
Latency Services

Network 
slices

AR/VR slice（latency≤20ms）

Self driving slice（latency≤5ms）

Teleprotection slice（jitter≤ 50us）

LDN based deterministic low latency 
assurance

5G
CoreAccess Aggregation

DC

MEC

Enablement of network layer deterministic forwarding to satisfy future scenarios

Large-scale Deterministic 

Network (LDN) 

Eliminate 

long tail effect, 

reduce worst 

case latency, 

jitter and 

average 

latency

Latency

P
ro

b
ab

il
it

y

Minimal latency

Long tail effect, 

no guarantee 

on worst case 

latency

Traditional IP 

Network

Latency

P
ro

b
ab

il
it

y

Minimal latency

us-level difference, 

even can be 

configured on 

demand

100%  SLA assurance
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User-Defined  Customized Request for the Network

Packet Level Network Programming 

• Packet carrying instructions, 
metadata and execution 
permission to program the 
network behaviors

In-Band Signaling 

• Combining together control 
plane and data plane capabilities 

User/Application Granularity In-
Band OAM 

• Enabling fine-grained and 
accurate performance 
monitoring to allow end-user to 
further adjust Service Level 
Objectives (SLOs) depending on 
monitored network metrics

SLO Req.

Service A’s dedicated 
resource

Service A

Service B

Lossless, Low Latency

High Bandwidth, Low Latency

Network
Resource

IP
HeaderSLO Req.Payload

Network
Resource

Network
Resource

Service B’s dedicated 
resource

Service A

Service B

Payload
IP
Header
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X-Transport

Network Status 
In-band 

Signaling & OAM 

Network Layer

AAI

NAI Delay / Bandwidth / Jitter / Queue / Packet Loss / Cost / …

Application Type / QoS Level / Parameters / Strategy / Loss Tolerant / …

Transport
Strategy

Probabilistic Recovery

Multi-level Scheduling

View point Abandon

Multipath Synch

Network Coding ……

Transport Strategy 
Definition 

New Transport capabilities

◼ Ultra-high throughput: the new 
transport can satisfy complex 
network environment and improve  
transmission efficiency (usage of 
network coding)

◼ Network-aware: by cooperation of 
in-band signaling, out of band 
signaling and network devices, the 
new transport can optimize 
transport strategy and scheduling 

◼ Transport customized: according to 
the description from applications, 
the new transport can plan the 
matched transport strategy
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Inter-domain Secure Communications

Intra-domain Communications

Intrinsic Security for Privacy Protection in the Network 

ID 
Mgmt.

ID
Authenti

cator

Auditing
Agent

EIDs

Source AS Destination AS

From source AS to destination AS

Local
DHCP

EIPs

EIDd

Local
DHCP

EIPd

ID
Authenti

cator

[EIPs]

HMAC_AS

Intra-domain 
Packet 

Authenticity and 
Filtering Auditing

Agent
ID 

Mgmt.

Edge Router Edge Router

ASIDs:EIDs EIPd

Add ASID
HMAC-AS

Add HMACs

Shutoff Protocol 

EID Encrypted Identifier 

EIP Encrypted IP address

HMACs Hash-based Message 
Authentication Codes

Authenticate 
ASID HMAC-AS

ID
Authenticator

Core Technologies 

◼ Dynamic auditable anonymous 
IP/ID

◼ Decentralized ID-based Intrinsic 
Key 

◼ Authenticity for Zero Trust Test

◼ Joint Inter-AS Auditing and 
Attack Prevention

Inherent Security 

✓ ID Authenticity

✓ Guaranteed Privacy 

✓ Immune to DDoS

Host

Host

Host
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Decentralized Trustworthy Network Infrastructure

◼ Goal
• To use decentralized technology for implementation of 

management of network resource and ownership, instead of 
single trust anchor and tree-like system. 

• To build up a universal trustworthy network architecture and 
provide powerful secure and trustworthy infrastructure for 
applications. 

◼ Architectural framework
• Application Layer

• Based on the layers below, it provides 3rd party open API to 
implement more trustworthy and secure services 

• Name Space Management Layer
• Blockchain Layer

• It provides decentralized trustworthy infrastructure for the 
upper layers

Work item in progress within ITU-T Q2/13  (Y.DNI-fr ”Framework and 

Requirements of Decentralized Trustworthy Network Infrastructure”)
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Inheriting the Successful Gene of IP and Move Forward to a New IP

IP

Narrow

Waist

By preserving the advantages of statistical 

multiplexing and compatibility from 

traditional IP networks, New IP aims to 

upgrade the fundamental network capabilities 

and let then the network becoming the 

incubator of future services. 

Support more applications

Compatible with the diversity 

of network elements

Satellite 

Networks

New 

Waist

Diverse resources

and services

+ intrinsic 

security

Sensor 

Networks

+ Deterministic forwarding

Best Effort

Fixed length IP address

+ multi-semantic addressing

+ variable length address

+ Ultra-high throughput

+ user 

customizable

New

IP
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• New IP for Networks aims to design and implement a fundamental

comprehensive solution to enable the evolution of the network in order to

support emerging and future applications (towards 2030) – with benefits from

both economic and social viewpoints

• New IP is not only a novel Internet Protocol, but rather a new architecture

with associated signaling, control, management and transport capabilities

• New IP brings concrete and future-proof vision for the Next Study Period for

several ITU-T Study Groups

• Huawei is committed to work out New IP based Networks and promote

usage in the industry together with academic partners, industrial partners and

customers

Huawei is committed to New IP
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Thank you very much 
for your attention


