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In the March 2018 13/17 meeting, contribution C253 was presented and discussed carefully. This TD provides the first baseline text for ITU-T X.itssec-5, Security guidelines for vehicular edge computing, which reflects contribution and meeting results. 
The main proposed contents are as follows: 

· Revised texts in clause 6 are provided.
· Proposed texts in clause 7, 8, and 9 are provided.

Attachment 1: Proposed the baseline text for X.itssec-5.




Attachment 1

Security guidelines for vehicular edge computing

Summary

This Recommendation provides security guidelines for vehicular edge computing. Vehicular edge computing (VEC) is a model that supports the core cloud’s capacity for decentralising the concentration of computing resources in data centres. VEC also provides more localised storage and application services to road users, thereby making it possible to achieve lower latency delays, faster response times providing mobility support, location awareness, high availability and Quality of Service for streaming real-time applications since data processing is conducted closer to the vehicle. 
Vehicular edge computing faces many security challenges and issues due to faster response time providing and closer location to end users. This Recommendation provides security guidelines for vehicular edge computing based on an analysis of threats and vulnerabilities in VEC. It also provides use cases for a security system for vehicular edge computing and relevant security requirements.
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Draft Recommendation ITU-T X.itssec-5

Security guidelines for vehicular edge computing

1. [bookmark: _tyjcwt]Scope

This Recommendation provides security guidelines for vehicular edge computing and includes analysis of threats and vulnerabilities in such systems. In addition, the Recommendation provides use cases and related security requirements for vehicular edge computing.

2. [bookmark: _3dy6vkm]References

The following ITU-T Recommendations and other references contain provisions that, through reference in this text, constitute provisions of this Recommendation. At the time of publication, the editions indicated were valid. All Recommendations and other references are subject to revision; users of this Recommendation are therefore encouraged to investigate the possibility of applying the most recent edition of the Recommendations and other references listed below. A list of the currently valid ITU-T Recommendations is regularly published. The reference to a document within this Recommendation does not give it, as a stand-alone document, the status of a Recommendation.
3. [bookmark: _1t3h5sf]Definitions
[bookmark: _4d34og8]3.1	Terms defined elsewhere
TBD
[bookmark: _2s8eyo1]3.2	Terms defined in this Recommendation
TBD
4. [bookmark: _17dp8vu]Abbreviations and acronyms
This Recommendation uses the following abbreviations and acronyms:
ITS			Intelligent Transportation System
V2X			Vehicle-to-X (vehicle / infrastructure)
UI			User Interface
OBU			On-board Unit
RSU			Road-Side Unit
ECU			Electronic Control Unit
CAN			Controller Area Network
[bookmark: _3rdcrjn]PKE			Passive Keyless Entry
DSRC			Dedicated Short-Range Communications
DoS			Denial of Service
APT			Advanced Persistent Threats
DAB			Digital Audio Broadcast
RDS			Radio Data System
TMC			Traffic Message Channel
VM			Virtual Machine
PII			Personally Identifiable Information
SaaS			Software as a Service		
PaaS			Platform as a Service
IaaS     		Infrastructure as a Service
VEC			Vehicular Edge Computing
NLOS			Non Line of Sight

5. Conventions
TBD
6. [bookmark: _26in1rg]Overview of the vehicular edge computing

Vehicular edge computing is a model that support the core cloud’s capacity for decentralising the concentration of computing resources in data centres. VEC also provides more localised storage and application services to road users, thereby making it possible to achieve lower latency delays, faster response times providing mobility support, location awareness, high availability and Quality of Service for streaming real-time applications since data processing is conducted closer to the vehicle.  Vehicular edge computing can be located physically close to vehicles such as within a road-side unit or as mobile edge computing within an LTE-A/5G base station. A particularly useful application of vehicular edge computing is to assist effective and efficient operation of autonomous vehicles by offloading resource-intensive operations.


[image: ]

Figure 6-1 – Vehicular edge / Fog / Mobile Edge computing architecture (tentative)

Figure 6-1 shows the difference between vehicular edge computing, fog computing, and mobile edge computing. Mobile edge computing considers 5G base stations as edge-computing servers and servers and clients for the mobile edge computing are usually controlled by primarily by network operators. On the contrary, vehicular edge computing considers existing RSUs as edge-computing servers that can provide lower latency delays and faster response times for real-time applications. 
An overview of vehicular edge computing is shown in Figure 6-2. The RSU is composed of application managers, a resource manager, and a storage device to support cloud service to vehicles. 

[bookmark: _lnxbz9][image: ]
Figure 6-2 – Overview of vehicular edge computing (tentative)

7. [bookmark: _35nkun2]Analysis of threat and vulnerability
[bookmark: _1ksv4uv]With respect to Edge/Fog cloud the examples of threats are identified as the following:
· Denial of Service (DoS): all communication networks are vulnerable to several DoS attacks, such as distributed denial-of-service (DDoS) attacks and wireless jamming. Yet the scope of these attacks is limited. Attacks against the edge networks will only disrupt the vicinity of the affected networks. Also, an attack on the core infrastructure might not completely disrupt the functionality of the edge data centers, as their protocols and services can be designed to work in an autonomous or semi-autonomous way (Network Infrastructure). A malicious virtual machine can try to deplete the resources (including computational, network and storage resources) of the host where it is running. This threat is quite significant in this particular context, as most edge data centers will not have the resources that are available to other cloud infrastructures. (Virtualization Infrastructure)
· Man-in-the-middle attack: Gateways serving as Fog devices may be compromised or replaced by fake ones. Malicious adversaries can be able to take control of a section of the network, and then launch attacks such as eavesdropping and/or traffic injection. In this particular case, a gateway that interconnected two 3G and WLAN networks were compromised, and the adversary gained access to the network interfaces. This attack can affect all the elements (e.g. information, virtual machines) that traverse that particular node.
· Rogue gateway: The open nature of several edge paradigms, where even user-owned devices can become full-fledged participants (e.g. personal cloudlets, mobile devices participating in a cluster of nearby devices), create a scenario where malicious adversaries can deploy their own gateway devices. This particular threat produces the same outcome as the Man-in-the-Middle attack (e.g. the ability to eavesdrop and/or inject traffic), even if the means are different (compromising versus deploying).
· Physical damage: In certain paradigms, the elements of the service infrastructure might not be guarded or protected against physical damage. Clear examples are fog nodes managed by small businesses and user devices forming clusters. For this particular threat, it is necessary for the attacker to be in the vicinity of the device in order to destroy it. As a result, there is a very high probability that this kind of attack will be witnessed by various observers. Moreover, the impact of this particular attack is limited to a local scope: only the services associated with a particular geographical location will be disabled. The working surroundings of Fog devices will face many threats that do not exist in a well-managed Cloud.
· Personally identifiable information leakage: Both internal and external adversaries can try to access the flow of information that traverses the edge data center. Nevertheless, the scope of these attacks is limited: An edge data center mainly stores and processes information from the entities that are located in its vicinity, although in some cases (e.g. distributed storage services, migrating virtual machines) it can deal with data coming from other locations. Note, however, these internal adversaries might not have access to the whole information set, including raw measurements. The reason is simple: as the lower layers, the edge data centers, will process the local information, it is probable that the upper layers will only receive a subset of said information. In addition, edge paradigms allow edge data centers to exchange information directly with each other, bypassing the central systems. 
· Privilege escalation: It allows external adversaries to try to take control of several services. This is facilitated by the fact that edge data centers can be managed by professionals with limited security training, or even hobbyists. These infrastructures might be misconfigured, or even lack proper maintenance. Note that this attack can also be performed by internal adversaries that abuse of their privileges and take advantage of their insider knowledge.
· Service manipulation: Once an adversary has gained control of certain sections of the edge data center, either by privilege escalation or by abusing his own privilege as a legitimate administrator, it can manipulate the services of the data center. An internal adversary with enough privileges can try not only to manipulate the information flow but also to instantiate rogue services that will provide bogus information (e.g. fake management information, historical data) to other partners.
· Rogue data center: it let the adversary i) have complete control of all the services that are provided in a geographical location; ii) have access to all information flows that are directed to the rogue data center; and iii) can manipulate all interactions with external system (e.g., migrating virtual machines, service requests from remote entities).
· Virtual machine manipulation: A host system that is being controlled by an adversary (e.g. a malicious insider with enough privileges, a VM that has escalated privileges), can launch several attacks to the VMs that are running on it. These attacks can range from the extraction of information to the manipulation of the computational tasks are being executed within the VM. Moreover, the adversary can also infect the VM with logic bombs, malware or other malicious elements that will compromise the security of other data centers once the VM migrates to other physical locations. 
· Injection of information: Any device that is controlled by an adversary can be reprogrammed to distribute fake information when queried (e.g. vehicles reporting wrong values, users providing fake data to crowdsourcing services). Note that a device might also provide bogus values due to an anomaly in their sensors or internal systems.

With respect to Core Cloud the examples of threats are identified as the following: 
· Denial of service attack: Deny legitimate users access to a particular resource, Service/hardware unavailability. Denial-of-service (DoS) attacks are attacks meant to prevent users of a service from being able to access their data or their applications. By forcing the targeted cloud service to consume inordinate amounts of finite system resources such as processor power, memory, disk space or network bandwidth, the attacker—or attackers, as is the case in distributed denial-of-service (DDoS) attacks.
· Data Breaches: A data breach is an incident in which sensitive, protected or confidential information is released, viewed, stolen or used by an individual who is not authorized to do so. A data breach may be the primary objective of a targeted attack or may simply be the result of human error, application vulnerabilities or poor security practices. A data breach may involve any kind of information that was not intended for public release including, but not limited to, personal health information, financial information, personally identifiable information (PII), trade secrets and intellectual property.
· Data Loss/Leakage: Data stored in the cloud can be lost for reasons other than malicious attacks. An accidental deletion by the cloud service provider, or worse, a physical catastrophe such as a fire or earthquake, can lead to the permanent loss of customer data. Furthermore, the burden of avoiding data loss does not fall solely on the provider’s shoulders. If a customer encrypts his or her data before uploading it to the cloud but loses the encryption key, the data will be lost as well.
· Insecure interface and APIs: Cloud computing providers expose a set of software user interfaces (UIs) or application programming interfaces (APIs) that customers use to manage and interact with cloud services. Provisioning, management, orchestration, and monitoring are all performed with these interfaces. The security and availability of general cloud services are dependent on the security of these basic APIs. From authentication and access control to encryption and activity monitoring, these interfaces must be designed to protect against both accidental and malicious attempts to circumvent policy.
· Account/Service traffic hijacking: Attack methods such as phishing, fraud, and exploitation of software vulnerabilities can achieve the hijacking. Credentials and passwords are often reused, which amplifies the impact of such attacks. If an attacker gains access to a person’s credentials, they can eavesdrop on his or her activities and transactions, manipulate data, return falsified information and redirect to illegitimate sites.
· Malicious insiders: A malicious insider to an organization is a current or former employee, contractor, or other business partner who has or had authorized access to an organization’s network, system, or data and intentionally exceeded or misused that access in a manner that negatively affected the confidentiality, integrity, or availability of the organization’s information or information systems.
· Advanced persistent threats: Advanced Persistent Threats (APTs) infiltrate systems to establish a foothold in the computing infrastructure of target companies. Spear-phishing, direct hacking systems, delivering attack code through USB devices, penetration through partner networks and use of unsecured or third-party networks are common points of entry for APTs. Once in place, APTs can move laterally through data center networks and blend in with normal network traffic to achieve their objectives.
· System and application vulnerability: System vulnerabilities are exploitable bugs in programs that attackers can use to infiltrate a computer system for the purpose of stealing data, taking control of the system or disrupting service operations. Vulnerabilities within the components of the operating system – kernel, system libraries and application tools – put the security of all services and data at significant risk.
· Weak identity, credential, and access management: Data breaches and enabling of attacks can occur because of a lack of scalable identity access management systems, failure to use multifactor authentication, weak password use, and a lack of ongoing automated rotation of cryptographic keys, passwords, and certificates. Credentials and cryptographic keys must not be embedded in source code or distributed in public facing repositories such as GitHub because there is a significant chance of discovery and misuse. Keys need to be appropriately secured and a well-secured public key infrastructure (PKI) is needed to ensure key-management activities are carried out.
· Hardware failure: Failure in the networked architecture of hardware which consisting of a web of switches, routers and access points. It also includes crashes of hardware memory devices, hard disk failures in cloud platforms.
· Man-in-the-middle: It occurs when someone between you and the person with whom you are communicating is actively monitoring, capturing, and controlling your communication transparently. It is also defined as active eavesdropping where the attacker makes independent connections between users and relays messages between them.
· Network sniffing: A sniffer is an application or device that can read, monitor, and capture network data exchanges and read network packets.
· SQL injection attack: A malicious user can alter the protected data, leak the sensitive information or crash the entire system.
· Browser Security: Before a client can request for services on the cloud system, the client is required to authenticate himself whether he has an authority to use the cloud system or not. As a client sent the request to the server by web browser the web browser have to make use of SSL to encrypt the credentials to authenticate the user. But SSL support point to point communication means the attacker may get the credentials of the user and use these credentials in the cloud system as a valid user by installing sniffing packages on the intermediary host.
· Cloud malware injection attack: Cloud malware injection attack is to make attempt to inject a malicious service, application or even virtual machine into the cloud system depending on the cloud service models such as SaaS, PaaS, and IaaS. In order to perform this attack, the first step of the intruder is to generate his personal vindictive application.

8. [bookmark: _44sinio]Security requirements
· Data confidentiality: VEC system should ensure that only authorised user’s access information/data and ensure that exchanges messages should be encrypted and protected in order to prevent information disclosure.
· Availability: VEC system should ensure that resources are readily accessible to the authorized reviewer at all times. 
· Data integrity: VEC system should ensure completeness, accuracy, and absence of unauthorised modifications in all its components. VEC entities from the Onboard or external board or 3rd parties should be able to verify and validate the integrity of each message.
· Accountability: VEC system should be able to hold users responsible for their actions.
· Auditability: VEC system should be able to hold users responsible for their actions.
· Authenticity/Trustworthiness: VEC system should be able to verify identity and provide User/Source/Location authentication and most important establish trust in a third party and in the information it provides.
· Non-repudiation: VEC system should be able to prove occurrence/non-occurrence of an event or participation/non-participation of a party in an event and each VEC entity should be uniquely associated with its information and actions (e.g. Black Box).
· Personally identifiable information and Anonymous: VEC system should obey personally identifiable information legislation and the identities (personal information) of drivers and vehicle should not be easily identifiable during messages exchanges.
· Authorization: VEC system should be able to define the access control and authorization for different VEC entities.
· Reliability: VEC system should be Able to predict potentially dangerous condition with high probability and low error rate. Ensuring such capability when the system is under compromised.
9. [bookmark: 2jxsxqh][bookmark: _z337ya]Use cases for vehicular edge computing

Use case 1: Real-time situational awareness 
For real-time situational awareness, it requires low latency to inform the road users accurately. 
Vehicular Edge Computing is to make the road users themselves create and maintain their real-time situational awareness from the broadcast information they receive from peer users. Edge computing solution allows offloading such tasks to the network edge, by augmenting the broadcast information with other available information via data fusion from available sources, and efficiently broadcast large amounts of data to many users locally at the non-line-of-sight (NLOS) condition as shown in Figure 9.1. When a vehicle ahead triggers a brake and broadcasts this signal, it can broadcast to vehicles behind at non-line-of-sight condition with a required latency. 



 [image: ]
Figure 9.1 Real-time situational awareness


User case 2: Cooperative passing assistant
In cooperative passing assistant case, the edge server aids that vehicles share road information ahead of them to vehicles behind them. It warns the driver of a host vehicle who is intending to pass a remote vehicle of potential hazards such as an oncoming remote vehicle in the passing lane or a lack of room in front of the leading remote vehicle. The goal of the use case is to prevent catastrophic head-on collisions during a passing maneuver.

[image: ]
Figure 9.2 Cooperative passing assistant

Figure 9.2 indicates the scenario along with the main operational state identifying this use case:
· State 1: vehicle A starts receiving streaming ITS messages from an edge server
· State 2: vehicle A has fully moved into the passing lane, continues receiving ITS messages from the edge server.
· State 3: vehicle A has reached the position in the passing lane when it is ready to start the maneuver to return its starting lane.
· State 4: vehicle A completes the passing maneuver.

In summary, here the aim is to provide vehicle A with a clear, reliable and real-time view of the road situation in front of the vehicle which is trying to pass, and to help avoid a possible collision. 
Based upon the received messages from the edge server, vehicle A is able to make a rapid decision to overtake the vehicle B when there is no traffic coming in the opposite direction and complete a successful passing maneouvre with the additional visual information from vehicle B. 
Moreover, the application will need to be performed at edge server because a number of computations to estimate the distance and path are required to complete the passing maneuver, the trajectory of the oncoming vehicle D, the estimated gap between vehicle B and vehicle C at the end of the maneuver, and the risk of a crash between vehicle A and vehicle D if their paths overlap. 
As a consequence, the presence of an edge computing server on-board can be beneficial not only to host computational power for the data processing, but also to transfer real-time ITS messages, and potentially perform the road orchestration at the edge. 
Vehicular Edge Computing is an ideal solution for use cases such as the cooperative passing assistant where very low latency communication in local context is a key issue. The edge computing application has a real-time communication channel with the participating vehicles in the area, and competent computing power compared to any in-vehicle embedded processor environment. 
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