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Part 1-

Do We Need Guidelines for Trustworthy 

Medical AI?



Artificial intelligence papers in biomedical research

Source: PubMed (2000 – 2021)

2016: 8,551 papers

2021: 44,027 papers

Medical AI in Research



Medical AI in Media



FDA-Cleared AI

https://aicentral.acrdsi.org

210 AI tools !

Cleared but not approved

https://aicentral.acrdsi.org/


Low-Risk AI

Image segmentation:

✓ Clinicians can verify and

correction the segmentations

✓ Limited risk for patient harm

✓ Enormous gain in productivity



FDA-Cleared AI

https://aicentral.acrdsi.org

https://aicentral.acrdsi.org/


Would You Trust an AI Tool that Decides on 

Your Diagnosis and/or Treatment?



Would You Trust a New Vaccine Developed 

Against a New Infectious Disease?



Covid-19 Vaccines

Global attitudes towards a COVID-19 vaccine. Report Imperial College London, May 2021

Trust about 6 months after vaccination started

20%



Would You Trust an AI Tool that Decides on 

Your Diagnosis and/or Treatment?



Would You Trust an AI Tool that Decides on 

Your Diagnosis and/or Treatment?

The physician

The social carer 

The health centre

The data protection officer

The health authorities

Your fellow citizens

Your insurance
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Success Story:

FAIR Guidelines for Data Management



Guidelines

▪ What is a guideline (Oxford Languages): 

o A general rule

o Principle

o Piece of advice.

▪ Other synonyms: 

o Best practice

o Code of practice.



FAIR Guidelines

>8,000 citations



FAIR Guidelines



FAIR Guidelines

www.go-fair.org

http://www.go-fair.org/


FAIR Impact

10.2 billion 
Euros



FAIR Impact

“Proposals have to ensure that resulting 

data comply with the FAIR[2] principles.”

[2] FAIR data are data, which meet principles of 

findability, accessibility, interoperability, and reusability.

EU CALL: Clinical validation of AI solutions for 

treatment and care

TOPIC ID: HLTH-2021-DISEASE-04-04

https://ec.europa.eu/info/funding-tenders/opportunities/portal/#fn2
https://ec.europa.eu/info/funding-tenders/opportunities/portal/#r2


FAIR Strengths

✓ Compact (4 principles, 15 items)

✓ Agreed upon internationally

(sort of)

✓ Complements data regulations

on privacy and security

✓ Backed by authorities



Part 3-

FUTURE-AI Guidelines



FUTURE-AI Promoters



FUTURE-AI Approach

Guiding 

Principles

General

Rules

Specific

Requirements

Similar to FAIR:

Compact, focused on general rules



ALTAI Checklist

Apply to AI in general

~140 questions



FG-AI4H Good Practices



Reporting Guidelines



Evaluation Guidelines



FUTURE-AI Guidelines

▪ Compact as FAIR

▪ Focus on general rules

▪ Through consensus

▪ Inter-disciplinary

→ 6 principles

→ 30 rules

→ 95+ international experts

→ AI scientists, clinicians, 

ethics & legal experts, 

social scientists, 

regulators, etc

Summarise current knowledge into FUTURE-AI guidelines



Robustness, safety, security, Fairness 

transparency, Traceability, accountability 

generalisability, Explainability, Usability 

responsible AI

Literature Review



Robustness, safety, security, Fairness 

transparency, Traceability, accountability 

generalisability, Explainability, Usability 

responsible AI

FEU

Literature Review



Robustness, safety, security, Fairness 

transparency, Traceability, accountability 

generalisability, Explainability, Usability 

responsible AI

FEUFEURT

Literature Review



Robustness, safety, security, Fairness 

transparency, Traceability, accountability 

generalisability, Explainability, Usability 

responsible AI

Universality 

FEURTU 

Literature Review



Robustness, safety, security, Fairness 

transparency, Traceability, accountability 

generalisability, Explainability, Usability 

responsible AI

Universality 

FEURTU → FUTURE

Final Acronym



Medical AI Shall Be:



Methodology

(5) Obtain a final list of 30 consensus guidelines

(4) Gather feedback on guidelines & disagreements

(3) Organise a survey with 80+ international experts

(2) Review literature then propose initial guidelines

(1) Create working groups for each guiding principle



Consortium

karim.lekadir@ub.eduwww.future-ai.eu

mailto:karim.lekadir@ub.edu
http://www.future-ai.eu/


Fairness

1. Define sources of bias (at the design phase)

2. Collect data according to sources of bias (when possible)

3. Evaluate bias (when data permits it)

4. Mitigate bias (if bias is identified)



Universality

1. Define clinical settings (and variations across settings)

2. Use proven standards (clinical, technical, etc)

3. Perform external validation (with external data, sites, evaluators)

4. Apply generalisation measures (if needed)



Traceability

1. Define requirements for traceability (what to trace, when, how, 

by whom)

2. Provide documentation (general, technical, scientific)

3. Implement tools for monitoring (quality control, periodic 

evaluations, model updates, logging)

4. Implement human oversight and governance (quality control, 

decision over-rule, tool management)



Usability

1. Define intended use and user requirements

2. Provide training (materials and activities)

3. Evaluate usability (with diverse end-users)

4. Evaluate utility & safety (in real-world practice)



Robustness

1. Define sources of data variations

2. Train with representative data

3. Test robustness (against real-world variations)

4. Apply robustness measures (if needed)



Explainability

1. Define need, goals and approaches for explainability

2. Test explainability (with end-users)

3. Estimate uncertainty (calibrated)



General

1. Engage inter-disciplinary stakeholders

2. Implement measures for data protection

3. Select appropriate evaluation metrics

4. Comply with medical AI regulations

5. Implement security measures against attacks

6. Investigate and address ethical issues

7. Investigate and address social issues



FUTURE-AI Paper



FUTURE-AI

www.future-ai.eu karim.lekadir@ub.edu

http://www.future-ai.eu/
mailto:karim.lekadir@ub.edu


Next Steps

▪ Integrate feedback from FG-AI4H members

▪ Submit the paper as a contribution to the FG-AI4H

▪ Compare the FUTURE-AI and FG-AI4H deliverables, 

identify commonalities, mismatches and 

complementarities

▪ Discuss further (e.g. March meeting)
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