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Summary

The goal of this group is to provide definitions of low complexity transform and quantization operations replacing those existing in TML.  The primary goal is a design supporting 9-bit residuals.  Required support for 11-bit and 13-bit residuals is anticipated.  Similarly, support for finer quantization for 9-bit residuals is anticipated.  Support for higher residuals will be a separate design effort.  Our work has focused on a design for 9-bit residuals under the current operating range of TML.  Differences remain about the details of the main 4x4 transform and associated quantization.  A second difference is the extensibility to the anticipated finer quantization.  These differences are summarized below.  There has been significant discussion on the complexity of small details of implementing the different proposals.  The following is my summary of the activities and does not reflect a consensus opinion of the ad hoc group.  

1 Coding performance:

No significant difference in coding performance between the proposals has been observed.

2 Transform Design

Three transforms are used in H.26L, the main 4x4 transform applied to inter luma blocks and the AC components of chroma and intra luma blocks, the 2x2 chroma DC transform of the DC components of the four chroma blocks of a macroblock, and the 4x4 luma DC transform on the set of DC coefficients luma blocks of intra macroblocks.  In TML, the 4x4 luma DC transform is the same as the main 4x4 transform followed by an additional normalization.  The group has reached consensus on the design of the 2x2 Chroma and 4x4 luma DC transforms.  Alternate proposals remain for the main 4x4 transform. 

2.1 2x2 chroma DC transform

The forward and inverse transform definitions are identical to TML.

2.2 4x4 luma DC transform

The TML forward and inverse transform for 4x4 luma DC coefficients has been replaced by a 4x4 Hadamard transform.  This limits the dynamic range requirements and complexity without significant loss of coding efficiency.

2.3 Main 4x4 transform.

Two original techniques were taken in design of the main 4x4 transform, a reduced complexity TML definition proposed by Texas Instruments and Sharp and multiply free algorithms proposed by Nokia, Microsoft, and FastVDO.  Three different 4x4 main transforms are proposed, TML, Nokia/Microsoft, and FastVDO.  The Nokia/Microsoft and FastVDO definitions both have efficient multiply free implementations but differ in the details of their multiply free algorithms.    FastVDO’s original proposal was based on a lifting approach that has minimal increase in dynamic range and enables an exact inverse.  For the 9-bit residual application they have modified their definition so the lifting technique is no longer used.  

Effort was made to compare the complexity of these approaches on different architectures.  This debate was significantly simplified when a 16-bit direct matrix multiply implementation of the Nokia proposal was found and a multiply free implementation of the TML transform was found.  FastVDO has announced a transform having equivalent 16-bit multiply and multiply free definitions.  In comparing complexity, implementations can be compared rather than just algorithm complexity.  

Conclusions: 

· All transform proposals have 16-bit matrix multiply implementations with equivalent complexity

· The TML transform has a multiply free implementation is significantly less efficient than the other proposals [see below].  In implementation, the TI proposal merges normalization with the forward transform eliminating the possibility of a multiply free implementation.  For the inverse transform, the TML transform can be implemented without multiplication by replacing multiplications by a series of shift and add operations, i.e. 13X= X<<3 + X<<2 + X.  A comparison is shown in the tables at the end of this document.

· Transform memory.  

Decoder: 2 x 4x4 = 32 bytes for all proposals

Encoder: (Embedded decoder plus 32 bytes for TI)

TI 64 bytes 

 Nokia/MS FastVDO 32 bytes  

3 Quantization design

The quantization design in TML merges both quantization and transform normalization.  Quantization uses a single parameter for all coefficients.  Quantization error increases by approximately 12% for each increase in QP approximately doubling after six QP.  The TML based proposal of TI uses quantization similar to that of TML.  The other proposals require quantization tables since the transform coefficients are not uniformly normalized.  A first concern with using quantization tables is memory.  A periodic structure is used to reduce the memory requirement for storing quantization tables.  Only six tables are stored, additional values are derived using the periodic structure.  An issue arising with the periodic structure is selecting the appropriate table that involves computing QP%6 and QP/6.  An efficient solution has been found in the relation: QP%6 = (43*QP)>>8 for QP in [0,130].  The main complexity difference is in implementing quantization using a table as opposed to a scalar.

Conclusions:

· The TML transform uses a single value for quantization. 

· The multiply free transforms require using a quantization table.  Storage for 6 quantization tables is needed for efficient implementation.

· At the decoder, the memory use for dequantization is as follows:

32 shorts = 64 bytes for TML

6 x 4x4 bytes = 96 bytes for quant tables

· At the encoder, the memory use for quantization is as follows;

32 shorts = 64 bytes for TML

6 x 4x4 shorts = 192 bytes for quant tables.

(Note the TI quantization numbers can be reduced using periodic quantization)

· The main difference is complexity of using a quantization table.
4 Expanded Features:

Traffic on the ad hoc group reflector has indicated interest in use of finer quantization and a quantization weighting matrix.  All proposals can support using a quantization matrix as described by Sony in Pataya.  Proponents have been asked to investigate extension to finer quantization.  Proposals at this meeting are expected to elaborate on this issue.

5 Conclusions:

· Transform proposals differ in their definition of main 4x4 transform and associated quantization.

· All transform definitions have 16-bit matrix multiply definitions with the same complexity.

· The multiply free implementation of TML is requires more than three times as many adds and 6 times as many shifts.  In the current description, it is not clear the multiply free implementation can be used for the forward transform.

· Definitions differ somewhat in the memory needed.  The TI numbers are subject to change if the quant range is increased or periodic quantization is included.

	
	TI
	Nokia/Microsoft 
	FastVDO

	Decoder
	96 Bytes
	128 Bytes
	128 Bytes

	Encoder
	128 Bytes
	224 Bytes
	224 Bytes


· If extension to finer quantization is required this appears to be a deciding factor.

· We have avoided discussion of support for greater bit depth; however Nokia/Microsoft and FastVDO appear to have a path to supporting greater bit depth.  With Nokia/Microsoft the only change appeared necessary is defining an extended quantization range.  With FastVDO, the transform would be replaced with the lifting based definition.  The quantization would only be modified by extending the quantization range.

Summary of Multiply free operations for 4x4 transforms.  

Table 3 – Nokia/MS based on VCEG-O25.

	4x4  transform for 24 4x4 luminace and chrominance blocks

	Process
	Operation
	Number per (4x4) block

	4x4 forward transform
	+
	16

	
	<<
	4


Table 3 – FastVDO based on VCEG-N24, p=7/16 u= 3/8.  This description does not have an equivalent multiply free implementation. 

	4x4  transform for 24 4x4 luminace and chrominance blocks

	Process
	Operation
	Number per (4x4) block

	4x4 forward transform
	+
	20

	
	<<
	10


Table 3 – TML (see below for multiply free implementation of TML)

	4x4  transform for 24 4x4 luminace and chrominance blocks

	Process
	Operation
	Number per (4x4) block

	4x4 forward transform
	+
	40

	
	<<
	24


TML Multiply free implementation:

A = 13(a + d) + 13(b+c),

B = 17(a-d) +  7(b -  c),

C = 13(a+d) – 13(b + c),

D =  7(a-d) – 17(b - c)

X=a+d

Y=a-d

Z=b+c

W=b-c

A = 13X+ 13Z,

B = 17Y +  7W,

C = 13X – 13Z,

D =  7Y – 17W

13x = x<<3+x<<2+x

7x = x<<3-x

17x = x<<4+x
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