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1. Introduction
During the 2nd JVT meeting, the Core Experiment (CE) was set up to evaluate an advantage of the new entropy coding technique for motion vector data (JVT-B061 [1]). This document provides the technical description to be verified and the test methodology of this CE. JVT-B061 proposed the Adaptive Motion Vector Coding (AMVC) method that allows to adaptively selecting the fractional pixel accuracy of different motion vector components for each macroblock. It has been reported that the proposal method could reduce the coding bits of motion vector data with minor modification of that semantics. However, some questions on performance, disadvantage and expected improvement case were raised. Considering these questions, this CE will study which case this technique is useful in.

2. Technical Description for the integration of AMVC

This section describes the technical specifications to be tested in this CE.

2.1 Definition of motion vector data

In the AMVC, the Motion Vector Data (MVD) has several meanings for the accuracy of differential motion vectors, which is adaptively selected for each macroblock. This section indicates the calculation scheme of motion vector data.

Encoder

MVDs are calculated by the following expression at encoder:
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 means the differential motion vector to be coded, and

the meaning of mv_shift is indicated in the table 1.

Table 1. fractional accuracy of motion vector data (MVD accuracy)

	Code number
	mvda
	Fractional accuracy

	
	
	Interpolation mode

	
	
	1/4 sample
	1/8 sample

	0
	0
	1/4
	1/8

	1
	1
	1/2
	1/4

	2
	2
	1
	1/2

	3
	3
	-
	1


Decoder

MVs are calculated by the following expression at decoder:
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2.2 Revisions of syntax and semantics specification
( Syntax diagram
Figure 1 and 2 show the syntax diagrams for P-pictures and B-pictures, respectively. 
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Figure 1. Syntax diagram for P-frames
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Figure 2. Syntax diagram for B-frames

( Semantics
Reference picture (Ref_picture)

The semantics of reference picture parameter described in the WD-2.0 [2] is not changed except for the addition of the three macroblock types in which no reference frame parameters are transmitted.

Code_number

macroblock type
4

8x8, ref=0, mv_shift=0, 

5

8x8, ref=0, mv_shift=1, 

6

8x8, ref=0, mv_shift=2,

7

8x8, ref=0, mv_shift=3. 
Motion Vector Data Accuracy (mvda)

If the current picture structure is a progressive frame picture and the CABAC is used for entropy coding, the mvda is transmitted for each inter NxM macroblock with some motion vector data to de decoded according to the following description for the CABAC system. If the UVLC is used for entropy coding, this code is not transmitted and the value of mvda shown in table 2 or 3 is used for the encoding/decoding of motion vector data except for the macroblock in inter picture indicated by codeword 3. For the codeword 3 in inter picture, this code is transmitted according to the table 1.
Motion Vector Data (MVD)

The meanings of MVD shall be changed as follows:

If so indicated by MB_type, vector data for 1-16 blocks are transmitted. For every block a prediction is formed for the horizontal and vertical components of the motion vector. MVD signals the difference between the vector component to be used and this prediction at the accuracy indicated by mvda.  
Codeword number for MB_type

Tables 2 show the corresponding code words for the macroblock modes and the modes of 8x8 sub-partitions for P-pictures. 

Table 2. Macroblock types for P-pictures

	Code number
	Macroblock mode
	mvda
	CABAC Binarization

	(CABAC only)
	SKIP
	-
	0

	0
	16x16 
	0 (UVLC), 
coded (CABAC)
	1000

	1
	16x8 
	
	1011

	2
	8x16 
	
	1010

	3
	8x8 (split)
	coded
	1001

	4 (UVLC only)
	8x8 (split, all ref=0)
	0
	-

	5 (UVLC only)
	
	1
	-

	6 (UVLC only)
	
	2
	-

	7 (UVLC only)*2
	
	3
	-

	8
	Intra4x4
	-
	110

	9…..
	Intra16x16
	-
	111


*1 1/4 pel sample interpolation mode does not have the code for mv_shift==3

Tables 3 show the corresponding code words for the macroblock modes and the modes of 8x8 sub-partitions for B-pictures.
Table 3. Macroblock types for B-pictures

	Code number
	Macroblock mode
	mvda
	1. block
	2. block
	CABAC Binarization

	0
	Direct
	-
	
	
	0

	1
	16x16
	0 (UVLC),

coded (CABAC)
	Forw.
	
	100

	2
	16x16
	
	Backw.
	
	101

	3
	16x16
	
	Bidirect.
	
	110000

	4
	16x8
	
	Forw.
	Forw.
	110001

	5
	8x16
	
	Forw.
	Forw.
	110010

	6
	16x8
	
	Backw.
	Backw.
	110011

	7
	8x16
	
	Backw.
	Backw.
	110100

	8
	16x8
	
	Forw.
	Backw.
	110101

	9
	8x16
	
	Forw.
	Backw.
	110110

	10
	16x8
	
	Backw.
	Forw.
	110111

	11
	8x16
	
	Backw.
	Forw.
	111110

	12
	16x8
	
	Forw.
	Bidirect.
	1110000

	13
	8x16
	
	Forw.
	Bidirect.
	1110001

	14
	16x8
	
	Backw.
	Bidirect.
	1110010

	15
	8x16
	
	Backw.
	Bidirect.
	1110011

	16
	16x8
	
	Bidirect.
	Forw.
	1110100

	17
	8x16
	
	Bidirect.
	Forw.
	1110101

	18
	16x8
	
	Bidirect.
	Backw.
	1110110

	19
	8x16
	
	Bidirect.
	Backw.
	1110111

	20
	16x8
	
	Bidirect.
	Bidirect.
	1111000

	21
	8x16
	
	Bidirect.
	Bidirect.
	1111001

	22 (CABAC only)
	8x8 (split)
	coded
	-
	-
	111111

	23 (UVLC only)
	8x8 (split)
	0
	-
	-
	-

	24 (UVLC only)
	8x8 (split)
	1
	-
	-
	-

	25 (UVLC only)
	8x8 (split)
	2
	-
	-
	-

	26 (UVLC only)*1
	8x8 (split)
	3
	-
	-
	-

	27
	Intra4x4
	-
	-
	-
	1111010

	28 …
	Intra16x16
	-
	-
	-
	1111011


*1 1/4 sample interpolation mode does not have the code for mv_shift==3

2.3 CABAC System
Context Models for Motion Vector Data Accuracy

In case mvda is present, the context of a MVD accuracy C is build by using the mvda A and B of neighboring macroblocks which set to ‘0’ if they do not existed, and the number of MV (N) to be coded in the current MB. A context model ctx_mvd_accuracy(C) for the motion vector data accuracy information consisting of 10 different context models is defined:
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Thus, we obtain 10 different contexts, which, however, are only used for coding of first bin of binarization b(C) of C. Two additional models are given for the second bin and all remaining bins of b(C), which sum up to a total number of 10 different models for the motion vector data accuracy information.
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Neighboring symbols A and B used for conditional coding of a current symbol C.

2.4 Motion Estimation and Mode Decision
The procedures of motion estimation and mode decision are similar to the high-complexity mode (i.e. R-D optimized mode decision is turned on) of the Joint Model 1.0 [3]:

· For each 8x8 sub-partition in coding order:

· Perform motion estimation for 4x4, 4x8, 8x4, and 8x8 blocks, all reference frames and all MVD accuracy (MVDA)

· Determine the best reference frame for each combination of these four partitionings and MVDA by minimizing

SAD + ( Rate(Motion Vectors, MVDA parameter, Reference frame parameter),



where SAD is calculated between the original and the prediction signal.

· Determine the coding mode of 8x8 block for each of MVDA candidates using the rate-constrained mode decision, i.e. minimize
SSD + ( Rate(MV, REF, MVDA, Luma-Coeff, block 8x8 mode)
Here the SSD calculation is based on the reconstructed signal after DCT, quantization, and IDCT.
· Determine the best MVDA for a macroblock by minimizing the sum of four minimum 8x8 sub-partition costs that are calculated during the determination of the coding mode of 8x8 sub-partitions.

· Perform motion estimation for 8x16, 16x8, and 16x16 blocks and determine the best reference parameter for each block by minimizing
SAD + ( Rate(Motion Vectors, MVDA, Reference frame parameter)
· For B-frames, the prediction direction is determined by minimzing the following Lagrange cost:


SAD + ( Rate(Motion vectors, MVDA, Reference frames)
for 8x8
SAD + ( Rate(Motion vectors, MVDA, Reference frames)
others

· Choose macroblock mode from the set (SKIP, 16x16, 16x8, 8x16, 8x8(split), Intra4x4, Intra16x16) by utilizing the rate-constrained mode decision as described in JM-1.0 [3]. At this point, the distortion and most parts of the rate term calculated during the mode decision for 8x8 partitions are re-used for the cost calculation of the 8x8(split) mode.

The SAD is calculated between the original and the prediction signal. No DCT, quantization, and IDCT is performed for this decision. The rate-constrained macroblock mode decision is only carried out for the best 16x16, 16x8, 8x16, and 8x8(split) partitions as well as for the Direct and Intra modes.

For each block the motion vector is determined by an integer pixel search and a following sub-pixel refinement. And then, an additional fractional search is performed as follows for the determination of MVDA:

( Integer pixel accuracy search (MVDA is integer)

Assume that the position “I” is the nearest point to the best motion vector point so that the accuracy of differential motion vector components is integer. Then the integer pixel accuracy positions, A, B, C, D, E, F, G, H, I are searched. 

( 1/2 pixel accuracy search (MVDA is 1/2)

Assume that the position “I” is the nearest point to the best motion vector point so that the accuracy of differential motion vector components is 1/2 pixel. Then the 1/2 pixel accuracy positions, 1, 2, 3, 4, 5, 6, 7, 8, I are searched. 

( 1/4 pixel accuracy search (MVDA is 1/4, if MC with 1/8 sample interpolation mode is used)

Assume that the position “I” is the nearest point to the best motion vector point so that the accuracy of differential motion vector components is 1/4 pixel. Then the 1/4 pixel accuracy positions, a, b, c, d, e, f, g, h, I are searched.
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As in the current TML software version, the search center for all segments is determined by the prediction vector of the 16x16 block. And, the search center for the additional fractional search is determined by the best motion vector of the each block. It should be noted that the encoding complexity is similar in comparison with the high-complexity mode of JM-1.0 [3].
3. Experiments condition

3.1 Software

In this experiment, the following two coders are used to evaluate the new entropy coding for motion vector data:

Anchor TML: the previous or latest TML on and after the version 1.7, and 

AMVC SW: the anchor TML with the adaptive MV coding described in this document.

3.2 Test sequences

The seven sequences described in the common conditions document [4] are used for this test. And the additional two sequences, “Carphone” and “Funfair”, are used optionally to check the adaptability to fast motion and unintentional hand motion. 

Table 6. Test sequences

	Frame Skip
	2
	1
	0

	Sequences
	Container, QCIF,300 
News, QCIF,300
Foreman, QCIF,300
	Paris, CIF,300
Silent Voice, QCIF,300 

Carphone, CIF, 300
	Mobile CIF 300 
Tempete CIF 260

Funfair, CIF, 300


3.3 Test conditions

The experiments shall be conducted according to the guideline for higher capability profile described in the common conditions document [4]. The actual test conditions are shown in Table 7.

Table 7. Test conditions

	MV resolution
	1/4 pel or 1/8 pel

	UseHadamard
	ON

	Reference Frames
	1 or 5

	I-Picture
	First frame only

	B-picture
	P-pictures only or 2 B-pictures

	Search Range
	(32

	Symbol Mode
	UVLC or CABAC

	Restrict Search Range
	2

	RD optimization
	ON

	QP
	16,20,24,28 (whole sequence)


3.4 Experiments

3.4.1 higher capability test

The experiments of 1) - 4) shall be conducted:

1) 2 B-frames, 1/4 pel MC (QCIF) and 1/8 pel MC (CIF), UVLC, 1 reference frames, 

2) 2 B-frames, 1/4 pel MC (QCIF) and 1/8 pel MC (CIF), UVLC, 5 reference frames, 

3) 2 B-frames, 1/4 pel MC (QCIF) and 1/8 pel MC (CIF), CABAC, 1 reference frames, and 

4) 2 B-frames, 1/4 pel MC (QCIF) and 1/8 pel MC (CIF), CABAC, 5 reference frames.

3.4.2 baseline test

The experiments of 5) - 6) are optional:

5) P-frames only, 1/4 pel MC, UVLC, 1 reference frames, 

6) P-frames only, 1/4 pel MC, UVLC, 5 reference frames.

3.5 Outputs

The tables with following statistic data shall be made available for each bitstream of the AMVC, together with anchor bitstreams:

( PSNR (separated for luma and chroma) for the whole sequence,

( Bitrate for the whole sequence,

( Difference in PSNR between AMVC and anchor

( Difference in bitrate between AMVC and anchor
In addition, the results of objective differences between the RD-curves of two coders shall be reported using two types of measurements, averaged difference in bitrate and PSNR, described in VCEG-M33 [5].
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Appendix A: Code point for ON/OFF selection

[The content of this section will not be tested in this CE.]

This appendix describes the on/off selection procedure on the proposed tool. The use of AMVC tool gets selectable for each bitstream by using the same procedure as the entropy coding or the motion resolution. The following description gives the example of the on/off selection procedure in case of the interim file format described in WD-2.0 [2].

Parameter Set Clump
Solution 1:

The solution 1 is to change the semantics of “motionResolution” as follows:

Semantics

MotionResolution equal to zero stands for 1/4-pel motion resolution and adaptive motion vector coding, one stands for 1/8-pel motion resolution and adaptive motion vector coding, two stands for 1/4-pel motion resolution and normal motion vector coding, and three stands for 1/8-pel motion resolution and normal motion vector coding.

Solution 2:

The solution 2 is to introduce the new parameter, “motionVectorCoding”, into the parameter set box.
Syntax

aligned(8) class parameterSetClump


extends clump(‘prms’) {


unsigned int(16) parameterSetID;


unsigned int(8) profile;


unsigned int(8) level;


unsigned int(8) version;


unsigned int(16) pictureWidthInMBs;


unsigned int(16) pictureHeightInMBs;


unsigned int(16) displayRectangleOffsetTop;


unsigned int(16) displayRectangleOffsetLeft;


unsigned int(16) displayRectangleOffsetBottom;


unsigned int(16) displayRectangleOffsetRight;


unsigned int(8) displayMode;


unsigned int(16) displayRectangleOffsetFromWindowTop;


unsigned int(16) displayRectangleOffsetFromWindowLeftBorder;


unsigned int(8) entropyCoding;


unsigned int(8) motionResolution;

unsigned int(8) motionVectorCoding;

unsigned int(8) partitioningType;


unsigned int(8) intraPredictionType;

};

Semantics

motionVectorCoding equal to zero stands for the normal motion vector coding, whereas one stands for the adaptive motion vector coding. 
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