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1. Abstract
The Joint Video Team (JVT) of ITU-T Q.6/16 and ISO/IEC JTC 1/SC 29/WG 11 held its 18th meeting during 14-21 January 2006 in Bangkok, Thailand. The JVT meeting was held under the chairmanship of Dr. Gary Sullivan (Microsoft/USA) and Dr. Jens-Rainer Ohm (RWTH Aachen/Germany), and under the associate chairmanship of Dr. Thomas Wiegand (Fraunhofer HHI/Germany) and Dr. Ajay Luthra (Motorola/USA). The JVT meetings opened at approximately 9:30 on Saturday 14 January 2006 and closed at ??:?? on Friday 21 October 2006.  Approximately ??? people attended the JVT meetings (as recorded on a sign-in sheet passed at the meeting) and approximately ?? input documents were discussed.  The meetings took place in a co-located fashion with a meeting of ISO/IEC JTC 1/SC 29/WG 11 (MPEG).  The subject matter of these activities consisted of work on video coding.
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3. Documents of the JVT meeting

3.1. Input documents

JVT-R000 List of documents of Bangkok meeting

JVT-R001 [G.J. Sullivan, J.-R. Ohm, A. Luthra, T. Wiegand] AHG Report: Proj mgmt and errata

JVT-R002 [T. Wiegand, K. Suehring, A. Tourapis, K.P. Lim] AHG Report: JM text and ref soft

JVT-R003 [T. Suzuki, L. Winger] AHG Report: Bitstreams & conformance

JVT-R004 [G. Cook] AHG Report: JSVM s/W and new func. integ.

JVT-R005 [J. Reichel, H. Schwarz, M. Wien] AHG Report: JSVM & JD text

JVT-R006 [S. Sun, J. Reichel] AHG Report: Spatial scalability resampling

JVT-R007 [Y.-K. Wang, H.C. Choi] AHG Report: Err resil test cond's & apps

JVT-R008 [M. Wien, H. Schwarz] AHG Report: Coding eff & JSVM perf test cond

JVT-R009 [T. Suzuki] AHG Report: Study of 4:4:4 functionality

JVT-R010 [L. Xiong] AHG Report: Enh. slice complexity reduction

JVT-R011 [E. Francois, H. Schwarz] AHG Report: SVC interlaced coding

JVT-R012 [W.-J. Han, H. Schwarz] AHG Report: Smoothed reference prediction

JVT-R013 [G.J. Sullivan, J.-R. Ohm, A. Luthra, T. Wiegand] Report of previous (Nice) meeting (JVT-Q200)

JVT-R014 [V. Bottreau] Prop. for SVC interlaced inter-layer pred.

JVT-R015 [V. Bottreau] Tech. desc. contrib. to interlaced SVC

JVT-R016 [V. Bottreau] Prop. for logo insertion

JVT-R017 [J. Au] Random access point decoding for JM software

JVT-R018 [S. Sun, J. Reichel, E. Francois, H. Schwarz, M. Wien, G.J. Sullivan] Unified solution for spatial scalability

JVT-R019 [S. Sun] Resampling process for interlaced SVC

JVT-R020 [S. Sun] On block-based residual upsampling

JVT-R021 [M. Shima] CE1: Complexity reduction for adaptive VLC

JVT-R022 [M. Winken, H. Schwarz, D. Marpe, T. Wiegand] CE7: Adaptive motion refinement for FGS

JVT-R023 [M.H. Lee, H.W. Sun, D. Ichimura, Y. Honda, S.M. Shen] CE4: Improved Interactive ROI Scalability

JVT-R024 [M.H. Lee, H.W. Sun, D. Ichimura, Y. Honda, S.M. Shen] ROI slice SEI message
JVT-R025 [H. Yu, G. Cook] JFVM reference software status
JVT-R026 [H. Yu, G. Cook] On parallel impl of 4:4:4 coding
JVT-R027 [D. Singer] Interlace in the AVC file format
JVT-R028 [Y. Chen, E. Francois] Ref pic lists construction for spatial SVC
JVT-R029 [I.H. Shen, H.W. Park] CE3: Adaptive upsampling
JVT-R030 [S.-W. Park, J.-H. Park, B.-M. Jeon] Inter-layer prediction for interlaced SVC
JVT-R031 [S. Sekiguchi, Y. Isu, Y. Yamada, K. Asai, T. Murakami] CE9: Separate pred modes for 4:4:4 results
JVT-R032 [S. Takamura, Y. Bandoh, K. Kamikura, Y. Yashima] SNR scalability for lossless video coding
JVT-R033 [J. Jia, H.K. Kim, H.C. Choi, J.G. Kim] NAL unit type 19 for SVC redundant pics
JVT-R035 [T. Kimoto] CE2: Verif of SVC proposal
JVT-R036 [T. Kimoto, Y. Miyamoto] CE3: Unrestricted temporal decomposition
JVT-R037 [K. Lee] CE2: Further improve inter-layer motion pred
JVT-R038 [K. Lee] CE3: Verif NEC proposal JVT-R036
JVT-R039 [J. Oh, D.Y. Suh, G.H. Park] Prop FGS parity layer: joint source-channel
JVT-R040 [C. Keun, D.Y. Suh, G.H. Park] Directional filtering for upsampling
JVT-R041 Withdrawn
JVT-R042 [K.H. Han, Y.L. Lee] CE3: Verif KAIST JVT-R029 adapt upsampling
JVT-R043-L [Z. Lu, Z. Li, J. Zheng, R. Susanto, X. Lin, W. Lin, K. P. Lim] CE4: Improv high-level syntax adaptive ROI
JVT-R044-L [Z. Lu, Z. Li, J. Zheng, R. Susanto, X. Lin, W. Lin, K. P. Lim] CE4: Verif Panasonic JVT-R023 interact ROI
JVT-R045 [K.H. Han, D.Y. Kim, J.H. Hur, Y.L. Lee] Lossless inter coding for 4:4:4
JVT-R046 [W.-S. Kim, D. Cho, D. Birinov, W.-I. Choi, D.-H. Kim, H.M. Kim] CE8: 4:4:4 in-loop color transform
JVT-R047-L [M.H. Lee, H.W. Sun] CE4: Verif I2R prop JVT-R043
JVT-R048-L [S. Lin, L. Xiong] CE1: Improv CAVLC method in CE1
JVT-R049-L [Z. Wang, A. Liu, Q. Xie, L. Xiong] Spatial upsampling for IntraBL
JVT-R050 [M. Mathew] Discardable bits and multi-layer RD estim.
JVT-R051-L [J.H. Park, S.-W. Park, B.-M. Jeon] Modif VLC of 8x8 transform for FGS layer
JVT-R052 [K.H. Han, Y.L. Lee] CE8: Cross verif of results
JVT-R053 [Q. Shen, H. Li, Y.-K. Wang, M.M. Hannuksela] CE6: Enhancement-layer IDR (EIDR) picture
JVT-R054 [H. Liu, H. Li, Y.-K. Wang, M.M. Hannuksela, S. Wenger] CE6: DPB management
JVT-R055 [M.M. Hannuksela, Y.-K. Wang] Reference picture marking in SVC
JVT-R056 [Y.-K. Wang, M.M. Hannuksela, J. Reichel] On FGS fragment based inter-layer prediction
JVT-R057 [Y. Guo, Y.-K. Wang, H. Li] Error Resil Mode Decision in SVC
JVT-R058 [C. Zhu, H. Li, Y.-K. Wang, M.M. Hannuksela] Redundant Pictures for Error Resilience
JVT-R059 [T.C. Thang, T.M. Bae, Y.M. Ro, J.W. Kang] CE4: On signaling ROI boundary handling
JVT-R060 [D.S. Jun, J.W. Kang, H. Choi, J.-G. Kim, T.M. Bae, Y.M. Ro] Dynamic spat layer switching at IDR pics
JVT-R061 [T. Hinz, H. Schwarz, T. Wiegand] MBAFF in the JSVM software
JVT-R062 [T. Hinz, H. Schwarz, T. Wiegand] FGS for field pics and MBAFF frames
JVT-R063-L [T. Hinz, H. Schwarz, T. Wiegand] Inter-layer pred with MBAFF frames

JVT-R064-L [J.Z. Xu] Selective inter-layer prediction

JVT-R065 [C.-X. Zhang, L. Yu] Simpl. upsampling of IntraBL mode

JVT-R066 [G.J. Sullivan] Filters for SVC upsampling

JVT-R067 [G.J. Sullivan] Position calc for SVC upsampling

JVT-R068 [I. Amonou, N. Cammas, S. Kervadec, S. Pateux] Improved signaling of scalability info

JVT-R069 [I. Amonou, N. Cammas, S. Kervadec, S. Pateux] Complexity reduction of FGS passes
JVT-R070 [A. Segall] Upsampling & downsampling for spatial SVC
JVT-R071-L [D. Marpe, H. Kirchhoffer, V. George, C. Fehn, P. Kauff, T. Wiegand] MB-adaptive 4:4:4 residual color transform
JVT-R072 [M. Wien] CE7: Cross-check of HHI's JVT-R022
JVT-R073 [I.H. Shin, H.W. Park] Verif Samsung JVT-R012 smoothed ref pred
JVT-R074 [J. Yang, B. Jeon] CE1: Verif Samsung JVT-R081 VLC
JVT-R075 [N. Ammar, J. Ridge, M. Karczewicz, X. Wang] Switched SVC upsampling filters
JVT-R076 [M. Kokes, J. Ridge, A. Islam, Y.-K. Wang] Insertions and overlays for H.264/AVC
JVT-R077 [X. Wang, M. Karczewicz, J. Ridge, N. Ammar] CE7: Mult FGS layer for low delay
JVT-R078-L [J. Ridge, M. Karczewicz, X. Wang, N. Ammar] Improving FGS VLC coding efficiency
JVT-R079 [T. Lee] Inter-layer mot pred with motion reversing
JVT-R080 [T. Suzuki] AVC conformance problem report
JVT-R081 [W.-J. Han, B.-K. Lee] CE1: Modif resid pred flag & cpb VLC
JVT-R082 [I. Amonou, N. Cammas, S. Kervadec, S. Pateux] CE5: Improved quantization experiments
JVT-R083-L [X. Ji] FGS coding for interlaced SVC
JVT-R084 [T. Wedi, Y. Yamada] Independent modes for 4:4:4 intra
JVT-R085-L [X. Xu, Y. He] Modification of UMHexagonS Fast ME
JVT-R086 [Q.-C. Sun] Verif. JVT-R064 inter-layer prediction
JVT-R087-L [Y. Bao, Y. Ye] Generalized Fine Granularity Scalability
JVT-R088-L [H. Suk, et al.] Adaptive upsampling filters for residual signal

JVT-R089-L [T. Kimoto] verif. Samsung prop JVT-R079

JVT-R090-L [E. Viscito]

JVT-R091
-L [W.-J. Han] Smoothed reference

JVT-R092-L [J. Reichel]

JVT-R093-L [T. Wedi]

JVT-R094-L [R. Lange]

JVT-R095-L [K.P. Lim]

3.2. Major output documents

(Dates listed are planned dates of availability.  Note that document JVT-R001 should also be considered output documents.)

JVT-R200 Meeting report of the 18th JVT meeting [??/??/??]

JVT-R201 Joint Draft 5: Scalable Video Coding [??/??/??]
JVT-R202 Joint Scalable Video Model (JSVM) 5 [??/??/??]
JVT-R203 JSVM 5 Software [??/??/??]
JVT-R204 Joint Draft 2: Support for color spaces and aspect ratios [??/??/??]
JVT-R205 Joint Draft 2: 4:4:4 coding [??/??/??]
JVT-R206 Joint 4:4:4 Video Model (JFVM) 2 [??/??/??]
JVT-R207 JFVM 2 Software [??/??/??]
3.3. JVT internal output documents

3.4. SVC core experiment output documents
JVT-Q301 [???, et. al] CE1: ??? [based on JVT-R???] (Participants: ?) [??/??/??]
JVT-Q302 [???, et. al] CE2: ??? [based on JVT-R???] (Participants: ?) [??/??/??]
JVT-Q303 [???, et. al] CE3: ??? [based on JVT-R???] (Participants: ?) [??/??/??]
JVT-Q304 [???, et. al] CE4: ??? [based on JVT-R???] (Participants: ?) [??/??/??]
JVT-Q305 [???, et. al] CE5: ??? [based on JVT-R???] (Participants: ?) [??/??/??]
JVT-Q306 [???, et. al] CE6: ??? [based on JVT-R???] (Participants: ?) [??/??/??]
JVT-Q307 [???, et. al] CE7: ??? [based on JVT-R???] (Participants: ?) [??/??/??]
3.5. 4:4:4 core experiment output documents
JVT-Q308 [???, et. al] CE8: ??? [based on JVT-R???] (Participants: ?) [??/??/??]
JVT-Q309 [???, et. al] CE9: ??? [based on JVT-R???] (Participants: ?) [??/??/??]
4. JVT Administrative topics

4.1. Administrative documents
JVT-R001 [G.J. Sullivan, J.-R. Ohm, A. Luthra, T. Wiegand] AHG Report: Proj mgmt and errata

JVT-R002 [T. Wiegand, K. Suehring, A. Tourapis, K.P. Lim] AHG Report: JM text and ref soft

JVT-R003 [T. Suzuki, L. Winger] AHG Report: Bitstreams & conformance

JVT-R004 [G. Cook] AHG Report: JSVM s/W and new func. integ.

JVT-R005 [J. Reichel, H. Schwarz, M. Wien] AHG Report: JSVM & JD text

JVT-R007 [Y.-K. Wang, H.C. Choi] AHG Report: Err resil test cond's & apps

JVT-R008 [M. Wien, H. Schwarz] AHG Report: Coding eff & JSVM perf test cond

JVT-R009 [T. Suzuki] AHG Report: Study of 4:4:4 functionality
Test material – available at University of Hannover ftp site (JVT participants should get password from a parent body).

Other topics discussed – see the AHG report document.

JVT-R010 [L. Xiong] AHG Report: Enh. slice complexity reduction

JVT-R011 [E. Francois, H. Schwarz] AHG Report: SVC interlaced coding

JVT-R012 [W.-J. Han, H. Schwarz] AHG Report: Smoothed reference prediction

JVT-R013 [G.J. Sullivan, J.-R. Ohm, A. Luthra, T. Wiegand] Report of previous (Nice) meeting (JVT-Q200)

4.2. IPR policy reminder

Participants were reminded of the IPR policies established by the parent organizations of the JVT and were referred to the parent body web sites for further information.

Participants were particularly reminded of the need to supply a completed JVT IPR status reporting form in all technical proposals for normative standardization.
4.3. Late documents

No objections / objections ??? were voiced to the consideration of the late documents.  Documents listed in this report in italics and with a "-L" suffix to their document numbers were classified as late. Those documents marked with [Not available at first meeting day] will only be considered as information documents at the end of the meeting if time permits.
JVT-R043-L [Z. Lu, Z. Li, J. Zheng, R. Susanto, X. Lin, W. Lin, K. P. Lim] CE4: Improv high-level syntax adaptive ROI

JVT-R044-L [Z. Lu, Z. Li, J. Zheng, R. Susanto, X. Lin, W. Lin, K. P. Lim] CE4: Verif Panasonic JVT-R023 interact ROI
JVT-R047-L [M.H. Lee, H.W. Sun] CE4: Verif I2R prop JVT-R043
JVT-R048-L [S. Lin, L. Xiong] CE1: Improv CAVLC method in CE1

JVT-R049-L [Z. Wang, A. Liu, Q. Xie, L. Xiong] Spatial upsampling for IntraBL
JVT-R051-L [J.H. Park, S.-W. Park, B.-M. Jeon] Modif VLC of 8x8 transform for FGS layer
JVT-R063-L [T. Hinz, H. Schwarz, T. Wiegand] Inter-layer pred with MBAFF frames
JVT-R064-L [J.Z. Xu] Selective inter-layer prediction

JVT-R071-L [D. Marpe, H. Kirchhoffer, V. George, C. Fehn, P. Kauff, T. Wiegand] MB-adaptive 4:4:4 residual color transform

JVT-R072 [M. Wien] CE7: Cross-check of HHI's JVT-R022
JVT-R078-L [J. Ridge, M. Karczewicz, X. Wang, N. Ammar] Improving FGS VLC coding efficiency
JVT-R083-L [X. Ji] FGS coding for interlaced SVC
JVT-R085-L [X. Xu, Y. He] Modification of UMHexagonS Fast ME

JVT-R086 [Q.-C. Sun] Verif. JVT-R064 inter-layer prediction

JVT-R087-L [Y. Bao, Y. Ye] Generalized Fine Granularity Scalability

JVT-R088-L [H. Suk, et al.] Adaptive upsampling filters for residual signal

5. JVT SVC normative modifications
5.1. CE 1 & related docs: CAVLC
JVT-R021 [M. Shima] CE1: Complexity reduction for adaptive VLC 

At the previous JVT meeting, CAVLC for FGS layers was presented as in JVT-Q040 and adopted.  JVT-Q040 also introduced the new VLC technique called adaptive VLC to code the refinement bits.  This contribution presents the modification to reduce the complexity for adaptive VLC by reducing the number of updating and scaling processes which are the key component of adaptive VLC at the cost of 0.006% bit rate increase on average using the SNR test condition of JVT-P009. 
Results for non-FRExt cases only. 

Verification? J. Ridge will create new document.

Adopt.
JVT-R048-L P2.2 [S. Lin, L. Xiong] CE1: Improv CAVLC method in CE1
[A] As noted at the previous JVT meeting, CAVLC based on the CBC (Cyclical Block Coding) structure was incorporated into the JSVM. In this entropy method, a vector EOB offset is encoded into the bitstream, however, there exists some redundant information. This contribution proposes to reduce the redundancy by taking advantage of constraint conditions.
Proposal was presented.

Bit-rate savings are 0.01% and that is considered as 2 orders of magnitude too low for a bit-rate saving proposal. Participants have been discouraged to bring bit-rate saving proposals that provide less than 1% bit-rate savings unless there are other benefits than bit-rate saving.
JVT-R051-L P2.2 [J.H. Park, S.-W. Park, B.-M. Jeon] Modif VLC of 8x8 transform for FGS layer
[AA] The progressive refinement process using CAVLC was proposed by Nokia in JVT-Q040. 4x4 and 8x8 blocks share the same VLCs. This is claimed to not provide good performance when the run value in the significance pass of the 8x8 block is large, because a long codeword is assigned for the large run. To solve the problem, new VLCs are proposed which can assign the shorter codeword for the large symbol value. The proposal is to increase the remainder suffix bits for start-step-stop code instead of 2 bits which is currently used as remainder suffix, so that the length of the codeword for large symbol is reduced. A maximum gain of 2.8% is claimed. Average gains are reported to be around 1.7%.

Contains FRExt results that are not decoded.

Continue CE on this.
JVT-R074 [J. Yang, B. Jeon] CE1: Verif Samsung JVT-R081 VLC

[AAA] Verified by running the software.
JVT-R078-L Info [J. Ridge, M. Karczewicz, X. Wang, N. Ammar] Improving FGS VLC coding efficiency
[A] A status update on CAVLC in the JSVM software is provided.
Problems with software stability were reported.

non-FRExt: JSVM 3.1 with bug-fix could have been the basis for experiments with CAVLC

FRExt: proponents would have had to fix the bugs themselves
JVT-R081 [W.-J. Han, B.-K. Lee] CE1: Modif resid pred flag & cpb VLC 

[AAA] The observation that some syntax elements (residual prediction flag, cbp) are inefficiently coded compared to CABAC is reported. Therefore modified residual prediction flag and cbp coding method are proposed. The main idea of the proposal is to jointly code these elements.
Bit-rate savings relative to what?

5.2. CE 2 & related docs: Inter-layer motion prediction
JVT-R035 [T. Kimoto] CE2: Verif of SVC proposal JVT-R037
The purpose of this report is to verify the joint proposal of Samsung Electronics and LG Electronics on SVC CE2. As a verification task, coding performance check was carried out.
Verification was based on implementation by proponent of JVT-R037.

JVT-R037 P2.2 [K. Lee] CE2: Further improve inter-layer motion pred

JVT-Q043 is a technique which makes it possible to adopt inter layer motion prediction on temporally enhanced picture with appropriate lower temporal level motion in hierarchical B structure. This proposal is a further improvement of JVT-Q043. When the appropriate lower temporal level motion is not present, the opposite side motion is reversed for inter layer motion prediction of temporally enhanced picture. Anchor software is optimized under consideration of SDM and TDM. Performance of the proposal was compared with the optimized new anchor software. The experimental maximum bit saving reported in this proposal is 5.6%. Average bit savings are 2.2 % with 4CIF resolution and 1.44% with CIF resolution.

In case where no base-layer motion is present (e.g. B pictures in CIF that are not in QCIF), a technique similar to temporal direct (TD) mode is proposed to be used for motion prediction. Comparison against "new anchor" which uses RD optimized switching between temp. and spatial direct mode. Extension of TD mode: "Motion reversion" process uses opposite direction MV in cases where no motion vector would be present. Claim that it can be implemented with no increase of complexity in terms of memory usage than TD. Uses same method as in TD for prediction of MVs. Maximum 5.6%, average 2.2% (4CIF), 1.44% (CIF) BR savings.

Addresses motion prediction for temporal enhancement pictures (for which no base layer is available).  Uses principles of temporal direct mode prediction.

Now (in contrast to some prior work) uses an R-D optimized anchor (including R-D optimization of whether to use temporal or spatial direct prediction).

Remark: This is, fundamentally, not a proposal for how to enable SVC as a new technology.  Rather, it is a proposal for coding efficiency improvement relative to the current B slice coding technology.
Remark: Basic concept seems to be to provide a switch at the macroblock level between spatial-based prediction of motion vectors and reference indices and temporal-based prediction of these aspects.

No draft text; draft text requested.

Difficult to understand the proposal.  May revisit if better explanation and text becomes available.

JVT-R079 P2.2 [T. Lee] Inter-layer mot pred with motion reversing
[A] The proposed technique estimates the absent base motion vector by reversing the opposite side base motion vector for generation of base layer motion predictor for inter layer motion prediction.

No additional syntax is required but decoding process changes.

The experimental maximum gain reported in the proposal is 3.6% bit saving with 0.17 dB PSNR improvement under the condition of restricted motion search range in scalable extension layer and low delay condition in AVC compatible layer.
New proposal, no input in previous meeting (not part of CE plan of last meeting). Configuration where lower-spatial resolution base layer is coded IPPP, and enhancement layer is coded by hierarchical B. Use reversed base-layer motion predictor in cases where no base-layer motion prediction would be available.

Concept: When the base layer does not use a particular list, use the same index as used in the other list, but use that index to index into the list in question, and negate the motion vector (basically assumes that the two lists are constructed from pictures with equal temporal spacing and opposite temporal directions from each other).
Gains are reported only for small search ranges, but are negligible for larger search ranges.

Gain is found only when enhancement layer motion search range is rather small.

Remark: Results dependent on motion estimation technique.  Difficult to measure relevance of the assumed scenario.  Gain is very small.
No action. No support to establish a CE.
JVT-R089 [T. Kimoto] Verification of JVT-R079

The purpose of this report is to verifyJVT-R079. As a verification task, coding performance check was carried out.
5.3. CE 3 & related docs: Inter-layer texture prediction
JVT-R006 [S. Sun, J. Reichel] AHG Report: Spatial scalability resampling
Two goals of the work were to unify the "extended spatial scalability" (ESS) and dyadic scalability design cases, and to resolve chroma phase alignment issues.  Another significant topic is to study support of interlaced spatial scalability.

JVT-R018 [S. Sun, J. Reichel, E. Francois, H. Schwarz, M. Wien, G.J. Sullivan] Unified solution for spatial scalability

In the Nice meeting, the JVT discussed the potential issues related to the chroma sampling positions in the current dyadic spatial scalability.  A breakout group proposed a solution (as in JVT-Q007) to unify the dyadic spatial scalability sampling process with the design of the extended spatial scalability.  This contribution further provides detailed description as well as experimental results that revealed comparable coding performance and visual quality comparing to the current dyadic resampling process.  It is proposed to adopt this proposal.
Investigation of problems with the signal phases across different resolutions. Solution proposed in JVT-Q007 is investigated which unifies the design with ESS. Sine-windowed sinc functions used for down-sampling.

Basic elements:

· Unify ESS and dyadic cases

· Particular filter set

· Enable proper chroma phase alignment

Proposal to signal the chroma phase in SPS.

Also found that it is necessary to extend the precision of division operator "//" that is specified for the position computation in ESS (would require 32 bit system for implementation now, refer to JVT-R067).  Included modification of the approximate division operator is to improve its accuracy, and contribution suggests studying JVT-R067 as a potentially-better alternative approach.

Overall little coding efficiency impact – actually a 0.28 dB improvement in Y AVSNR.  Average gain of 0.28 dB on luma and 0.20/0.28 dB on the two chroma components is reported. No gain on 4CIF resolution typically.
If ESS flag in SPS is 0, no chroma phase parameters are sent, and base layer alignment is assumed.
Adopted.

JVT-R067 [G.J. Sullivan] Position calculation for SVC upsampling
The upsampling operation currently found in the JSVM for extended spatial scalability (ESS) uses a particular method of calculating the position and phase information when upsampling the low-resolution layer.  That method relies on the use of an approximate division operator.  This contribution refers to JVT-R018 to conclude that the current JSVM method lacks proper rounding and needs more bits of precision if it is to function properly.  The dynamic range and computational complexity requirements of such modified JSVM method would then reportedly be relatively high – indeed these requirements would reportedly be rather high even without the modifications.  This contribution proposes an alternative method of computing the position and phase information, reportedly with much lower computational requirements and without any significant loss of accuracy.  In nearly all cases, the position and phase calculated by the two methods would reportedly be the same.  However, the contribution asserts that the proposed method can reduce computational requirements significantly – e.g., by reducing nominal dynamic range requirements by about 26 bits.  The necessary supported relationships between luma and chroma positions are also discussed and adjustments are made in the proposed method to account for these relationships.
Method for position computation is proposed (in a simplified way) that is known from H.263 Annex P needing less arithmetic precision than JVT-R018 (could be implemented on 16 bit systems instead of 32 bit systems). To be implemented and further to be investigated within AHG.

Plan to have AHG analyze this for possible adoption at next meeting.  For now, use what is in JVT-R018.

JVT-R066 [G.J. Sullivan] Filters for SVC upsampling
This contribution proposes consideration of an adaptive upsampling filter based on Mitchell-Netravali design concepts for use in SVC spatial scalability upsampling, including supporting the requirements of extended spatial scalability (ESS) and proper luma/chroma positioning.  Such filters would reportedly meet all the obvious needs of the SVC project, including enabling the adaptive bandwidth adjustment concept advocated by Segall in JVT-Q083, and would reportedly have a number of additional advantages relative to the filters currently found in the JSVM design.  These reported advantages include reducing the number of filter taps (thus providing a substantial decrease in computational complexity), simplicity of specification with no need for large tables of filter tap values in the standard or in implementations (regardless of the number of supported filtering phases or bandwidth adjustment settings) and no need for implementation of difficult mathematical functions (e.g., implementations of trigonometric functions), and reduced "ringing" effects.
Precision to compute the filter tap values may be up to 45 bit (if exact result is required), but may be reduced. No experimental results provided, would need more investigation. Further study.

JVT-R070 [A. Segall] Upsampling & downsampling for spatial SVC
This proposal addresses the upsampling and down-sampling operations for spatial scalability.  Special emphasis is given to the down-sampler, as it greatly influences the design of the upsampler.  The proposal begins by considering various design trade-offs to be made by an encoder.  These trade-offs include the length, aliasing and ringing characteristic of the down-sampling operation.  A family of down-sampling filters is then developed to represent different performance trade-offs.  Finally, design of the upsampler is studied.  A need for flexibility in the upsampler is reported and a system to adjust the upsampler at coarse granularity is proposed.

Kaiser-windowed design, as well as the sine-windowed sinc (of JVT-R018) investigated as examples for downsamplers. Wiener filter investigated as upsampler, optimally designed for each downsampler. For some downsamplers, rate reduction of more than 10% are reported. For the current downsampler of JSVM, gain is negligible. SVD approach is used for signaling the filter parameters (8 bit at the sequence level).

Significant gains shown in some cases.

Uses a 6-tap filter.

Remark: Could use these design concepts to improve the motion-compensation interpolation filters in a single-layer coding design.

Remark: Should consider perceptual effects.  How could a test be set up for a few cases?
PSNR not valid, subjective testing would be needed.

JVT-R075 [N. Ammar, J. Ridge, M. Karczewicz, X. Wang] Switched SVC upsampling filters
A switching mechanism for upsampling filters is presented.  This mechanism removes the drop in performance observed in JVT-Q083 at high bit rates, with the added benefit of complexity reduction where the switch is invoked.  Consequently, a gain of approximately 0.5 dB is observed at lower bit rates with no performance change at higher bit rates.

Uses switching between the current design or the JVT-Q083 table 3 design (which has different filters as a function of base-layer QP).
Further investigation of JVT-Q083. Found that original performance of JVT-Q083 is rate-dependent (leading to PSNR loss at higher rates, i.e. dependent on enhancement-layer QP). JVT-Q083 makes filter only dependent on base-layer QP. Two approaches are investigated: 1. Switch back to current JSVM filters depending on RD investigation (requires 2 encoding passes). 2. Make same switching QP-dependent. Results indicate that it may be necessary to specify more than one filter, depending on the enhancement-layer rate point.

Establish further study of adaptive upsampling filter issues of JVT-R066, JVT-R070, JVT-R075 (also investigating relationship with downsampling) in AHG.

JVT-R029 [I.H. Shen, H.W. Park] CE3: Adaptive upsampling
[A] This document presents the technical description and experimental results for the adaptive up-sampling considered in CE3.
DCT-based upsampling.  Some gain shown relative to current design. Applies only to dyadic upsampling with phases 0 and 1/2 supported only.  Higher complexity than current design by factor of approximately 2.

Gain of up to 0.4 dB shown for dyadic case. However, method is only applicable to case of dyadic upsampling, not for ESS (less generic than other adaptive upsamplers).

Remark: Is this approach generic enough?  The lack of flexibility and the higher complexity do not appear encouraging for further work on this approach.
No further work encouraged.

JVT-R042 [K.H. Han, Y.L. Lee] CE3: Verif KAIST JVT-R029 adapt upsampling
This document reports cross-check results for the proposal by KAIST for CE3 as described in JVT-R029. Results verified.
JVT-R040 [C. Keun, D.Y. Suh, G.H. Park] Directional filtering for upsampling
When the reconstructed image of the base layer is upsampled for decoding the enhancement layer of spatial scalability, in this proposal direction information derived during decoding the spatially lower layer is used. That is, direction information used for Intra prediction is used for upsampling again. In most cases, it shows 0.1-0.5dB quality improvement in images upsampled by using directional filtering compared to those upsampled conventionally. The same interpolation algorithm should be used in both the encoder and decoder.
PSNR reported applies under exclusion of "bad macroblocks" where the technique would perform worse. No method yet to derive bad macroblocks automatically at the decoder. Work is preliminary, no need for action by JVT.

JVT-R049-L [Z. Wang, A. Liu, Q. Xie, L. Xiong] Spatial upsampling for IntraBL

Not yet available.  Discussed.  Suggests to reduce chroma filter complexity to 4-tap or 2-tap.  Reports no significant quality impact for dyadic case. Same conclusion as for JVT-R065. Does not address ESS cases.

JVT-R065 [C.-X. Zhang, L. Yu] Simpl. upsampling of IntraBL mode
[A] In current JSVM design, 6-tap filters are used for the up-sampling process of both luma and chroma texture of IntraBL mode in non-ESS and ESS cases. It was previously asserted in JVT-Q078 that the complexity can be reduced without performance penalty by using 2-tap bilinear interpolation filter for chroma up-sampling in non-ESS case. In this proposal, it is claimed to be shown that in ESS case, the complexity can be reduced without obvious performance penalty by using 2-tap bilinear filters.
Presented.

Perceptual?  Proponent reported looking at it, and didn't see a problem.

Further investigation in context of adaptive up-/downsampling AHG. Also investigate impact on perceptual quality - perform mini-test during the week (contact Tobias).

Desire further study.  Side activity – "mini-test".

JVT-R020 [S. Sun] On block-based residual upsampling
In the current SVC design, the residual signal upsampling process is based on a transform-block-based bi-linear interpolation, which is not applied across boundaries between transform blocks.  The potential problem is that the block-based decision requires certain amount of memory access (to the coding mode and/or transform flag) and causes inconsistency in upsampling operations from block to block.  To simplify the implementation, it is proposed that the residual upsampling be 8x8-block based.  Experiments showed no degradation in coding performance.  The simplified approach could potentially ease the burden in development of interlace coding tools.
Proposes to always use 8x8 upsampling block size.

Remark: An older version of the SVC design allowed interpolation across block boundaries, and reported subjective problems that were removed (Palma?) by keeping the upsampling process within each transform block.

Concern that this would result in subjectively visible artifacts. Not adopted.

JVT-R036 [T. Kimoto, Y. Miyamoto] CE3: Unrestricted temporal decomposition
This contribution presents the proposal for SVC CE3 on “Inter-layer texture prediction”. In Unrestricted Temporal Decomposition (UTD), MC structure is decoupled between a base layer and higher layers. A decoder applies an additional marking process of decoded reference pictures, resizing DPB of the base layer, and limitation of DPB output process. UTD is claimed to outperform adaptive reference method for FGS in the short GOP case by as much as 1.5 dB.
Requires double loop decoding for key pictures. Access unit definition and DPB handling is fundamentally changed and decoupled between base and enhancement layers. Would have fundamental impact on the stability of the current spec., while it is relevant only for a limited class of applications. Possible solutions: Simulcast of low-delay and high-delay scalable streams, or defining access to DPB at the level of the systems spec that may come from any foreign decoder output.

Remark: Reported results don't seem self-consistent with expected performance (e.g., relative to simulcast).

Remark: Dual-loop decoding mechanisms, issues regarding DPB handling and output of pictures, … difficult.
Remark: Has an impact on the definition of access unit; systems interface requires study.
JVT-R038 [K. Lee] CE3: Verif NEC proposal JVT-R036
[A] This document reports the cross-check results for the proposal by NEC for CE3 as described in JVT-R036. The results show that the reported results in JVT-R036 can be generated and verified without any mismatch.
JVT-R064-L [J.Z. Xu] Selective inter-layer prediction
Selective inter-layer prediction is proposed for JSVM. By disabling inefficient inter-layer prediction in JSVM, decoding quality of the high layer can reportedly be improved when the lower layer is not to be decoded. While when "multiple adaptation" is required, the performance loss is reported to be marginal. Some other asserted benefits of selective inter-layer prediction and modification of SEI to support selective inter-layer prediction are described.
Finding that inter-layer prediction modes are inefficient (and hence barely used) in particular in case of higher levels of hier. B pictures. Could be disabled by purpose such that more bits are available for the enhancement layer. This is beneficial in cases where no multiple adaptation is needed. Need for SEI message signaling the required picture. Gain of up to 0.3..0.4 dB reported at intermediate higher-resolution rate points. Clarify whether this can be done with existing syntax, revisit in context of non-normative issues (relationship with JVT-R050)
Residue prediction reportedly does not work very well in B slice case, and for high temporal levels.

Desire to disable inter-layer prediction at high temporal levels.

Remark: Residual prediction will not be selected when it doesn't work (and CABAC will waste very few bits indicating not to use it) – so what's the problem?

Provides the ability to discard some parts of the lower-level bitstream when delivering stream to a decoder for the higher level.  Signif improvement of coding efficiency shown when base layer data removed.

Related to "dead substream" concept.

Extreme case is when base layer is not used at all by enhancement layer.  If it can be discarded, that will improve coding efficiency of the enhancement layer.

Remark: Take care of with an "SEI message" to inform which lower-level data is not  needed?  Should study this aspect – consult with YKW.
Remark: Relates to JVT-R050(r1).
Side activity to clarify and revisit.

JVT-R086 [Q.-C. Sun] Verif. JVT-R064 inter-layer prediction
missing
JVT-R088-L [H. Suk, et al.] Adaptive upsampling filters for residual signal

[AA] At lower bit rates, if we divide inter block as well-predicted block and ill-predicted block, we can improve prediction efficiency by using the correlation of ill-predicted block. On this theory, we propose dividing skill using coded-block-pattern (CBP) and medium up-sampling filter that has already employed by MPEG4 for ill predicted inter block.
Classify blocks as "well-predicted" and "not well predicted", and apply different upsampling filters to the two cases.  Use bilinear for well predicted blocks and longer filter for not well predicted blocks.

If has more than X residual blocks coded, then considered to be "not well predicted".

The use of the longer filter sometimes, and adding the ability to switch filters, means that this proposed change increases complexity.

Uses 4-tap filter for residual up-sampling in "not well predicted" cases. Average gain below 1 % BR saving.
Overall result: Not signif improvement.

JVT-R012 [W.-J. Han, H. Schwarz] AHG Report: Smoothed reference prediction
Investigation that similar number of MBs used for inter-layer prediction in multi-loop and smoothed-reference (single-loop) cases. The scheme uses motion vectors and up-sampled residual from the base layer, and prediction signal from the enhancement layer, which is filtered afterwards. Currently only investigated for Foreman and Football. New technique is proposed in JVT-R091.

Several variants of smoothed reference prediction evaluated.

Old : U(D(P1))+U(R0) as prediction

New: F(P1+U(R0) as prediction

New method is less complex, but performance-wise equal.

Most gain for Football (ML 0.35 above SL, Smoothed reference half-way between). For Foreman , ML is 0.1 dB above SL, for other sequences less.

New JVT-R091-L [fill in]

Late contribution – proposal previously in AHG report, but moved to a separate contribution to clarify its status.

Latest proposed variant: To use "smoothed reference prediction" when base layer residual is "not coded".

When multi-loop decoding is enabled, no macroblocks are "not coded".

When multi-loop deocding is disabled, inter macroblocks of the base layer are "not coded".

"smoothed reference prediction" refers to applying inter prediction in the enhancement layer, adding a residual layer that consists of upsampling of the base layer residual, and then applying a low-pass filter to the result.  F(P1+U(R0)), where U(*) denotes upsampling, R0 denotes the base layer residual, and P1 denotes the enhancement-layer prediction.  This becomes the predictor for the higher-res layer (an enhancement layer residual may be added to this).
Prior proposal consisted of applying inter prediction in the enhancement layer, downsampling it, then upsampling it, then adding the result of upsampling the base layer residual.  U(D(P1))+U(R0), where D(*) denotes downsampling.  This becomes the predictor for the higer res layer (an enhancement layer residual may be added to this).

Is advantageous in case of high-motion sequences. Overhead from new MB mode should b eavoided in cses where it is not applicable. Revisit after a concrete proposal for syntax, semantics and decoding process is available (offline work). Adopt to JSVM.
JVT-R073 [I.H. Shin, H.W. Park] Verif Samsung JVT-R091 smoothed ref pred
This document reports the cross-check results for smoothed reference prediction as described in JVT-R091.
Results verified.
JVT-R056 [Y.-K. Wang, M.M. Hannuksela, J. Reichel] On FGS fragment based inter-layer prediction
[A] This contribution presents some comments regarding FGS fragment based inter-layer prediction and proposes a restriction on the feature.
FGS fragment based IL prediction requires more memory (in case of more than one reference point), coding efficiency of multiple IL prediction steps is questionable and was never tested. Proposal to allow usage of at most one point as IL prediction reference, or to disallow it completely. General remark about too high degree of flexibility in present design. Proposal to allow only one point appears reasonable, could e.g. be identified by discardable_flag. Stéphane and Ye-Kui work offline for proposal on the restriction, revisit.
5.4. CE 4 & related docs: ROI
JVT-R023 [M.H. Lee, H.W. Sun, D. Ichimura, Y. Honda, S.M. Shen] CE4: Improved Interactive ROI Scalability
In this contribution, results on improving coding efficiency of Interactive Region of Interest (IROI) scalability is presented. In IROI coding, a picture is divided into many rectangular grid slices. One problem with dividing into many slices is the large overhead of coding many NAL unit headers and slice headers using JSVM stream structure because each quality layer is coded in a separate slice. A new stream structure is proposed to reduce the header overhead, where several quality layers are coded in one slice. Another problem with dividing into many slices is the reduced coding efficiency of CABAC due to more initialization and less updating of CABAC contexts. Inter quality layer context continuation is proposed to improve the coding efficiency of CABAC. In inter quality layer context continuation, the context states are used continuously through all quality layers in a slice without initialization. From the experimental results, a 6% overall bitrate reduction and a PSNR gain of up to 0.6dB is reported for the ROI region when using the proposed IROI stream structure compared to the JSVM Anchor4 stream structure. A further 4% overall bitrate reduction and a PSNR gain of up to 0.3dB is reported for the ROI region when using inter quality layer context continuation together with the proposed IROI stream structure.
JVT-R024 [M.H. Lee, H.W. Sun, D. Ichimura, Y. Honda, S.M. Shen] ROI slice SEI message
This contribution proposes a mechanism for signaling of interactive ROI (IROI) information, targeting for easy and convenient extraction of IROI scalable video streams. The signaling mechanism is enabled via the proposed ROI slice SEI message, which consists of the ROI slice division information and ROI slice pointer information. A showcase to demonstrate the usefulness of the ROI slice SEI message is also described in this contribution. The ROI slice SEI message has already been implemented in the software of contribution JVT-R023 to assist the ROI extraction process and the software is available.
JVT-R043-L [Z. Lu, Z. Li, J. Zheng, R. Susanto, X. Lin, W. Lin, K. P. Lim] CE4: Improv high-level syntax adaptive ROI
JVT-R044-L [Z. Lu, Z. Li, J. Zheng, R. Susanto, X. Lin, W. Lin, K. P. Lim] CE4: Verif Panasonic JVT-R023 interact ROI
JVT-R047-L [M.H. Lee, H.W. Sun] CE4: Verif I2R prop JVT-R043
JVT-R059 [T.C. Thang, T.M. Bae, Y.M. Ro, J.W. Kang] CE4: On signaling ROI boundary handling
[A] In the last meeting, the normative handling of ROI boundaries was recognized. In this contribution, a syntax to signal ROI boundary handling is proposed. This syntax is a result of CE4 discussion. Further, from the discussion, it is commented that motion restriction can be used for boundary handling in fractional sample interpolation (motion compensation). However, in the experiments, it is shown that, compared to the proposed ROI boundary handling based on padding, motion restriction increases the bitrates by 5% to 9%. It is recommend to adopt the proposed syntax and ROI boundary handling into JSVM.
5.5. CE 5 & related docs: Quantization
JVT-R082 [I. Amonou, N. Cammas, S. Kervadec, S. Pateux] CE5: Improved quantization experiments
[A] Modified quantization using adaptive offset on reconstructed quantized value has been implemented in CGS mode but did not lead to significant gain. Due to late availability of the reference software, implementation in FGS mode has not been ported into current reference software. Results previously obtained on JSVM 2.7 are provided and further analyzed to show the interest of offset applied to the reconstruction values in FGS mode. Gain of up to 0.7 dB at 45dB PSNR may be observed on low pass frames while gain around 0.2 dB gain at 45 dB PSNR on high pass frames may be observed.
How does this compare to encoder-only optimization techniques such as presented by Sullivan?

Only applies to CGS case.

Issue with FGS quantization proposal: dual loop encoding creates residuals that are outside of the assigned intervals.

Other participants in this CE: didn't make another proposal because the gains can be mainly obtained with encoder-only approaches. Moreover, processing at the encoder involves mixing of spatial domain and transform domain processing.

Adopt change to the encoder to do all processing (for CGS and FGS) in the transform domain in case the resolution does not change from layer to layer.

5.6. CE 6 & related docs: High-level syntax
JVT-R027 [D. Singer] Interlace in the AVC file format 
[A] This contribution discusses the handling of interlaced material in the AVC file format.
Not presented. Revisit.
JVT-R028 [Y. Chen, E. Francois] Ref pic lists construction for spatial SVC
In this proposal, a new decoding process for reference picture lists construction for spatial enhancement layer is introduced. With just one flag of syntax modification, it is claimed to provide a simpler and direct reference lists construction process. By using this, complicated RPLR and other syntaxes can be saved and the RPLR process for spatial enhancement layer can also be avoided. Moreover, this method can be used to provide the same decoded YUV sequence as JSVM with a little coding efficiency improvement. The process also can be used as a strong tool for error concealment when the spatial enhancement layer slice is lost.

Implementation?

Further discussion needed.

JVT-R053 [Q. Shen, H. Li, Y.-K. Wang, M.M. Hannuksela] CE6: Enhancement-layer IDR (EIDR) picture

This contribution reports the results of the EIDR picture (JVT-Q065) part of CE6, and proposes to adopt the method into the next version of JSVM. The proposed change is an AVC backward-compatible modification to the definition of IDR picture. The goal of the proposal is to enable efficient switching between scalable layers, which is important in scalable stream adaptation.

Comments from the last meeting:

"no new NAL unit type needed." OK

"Suggestion to make scalable version of recovery point SEI message." Not done, but OK, will be done. 

"Proposal is to actually re-define IDR NAL unit for SVC NAL units." OK

"Seems like good idea at first sight." OK

"No implementation available." That has changed. Implementation is available.

Proposal: Specify IDR in SVC to only apply to the current layer.

Implications of IDR:

· Reference picture buffer reset:

· Poc start:

· frame number:

· ...

Revisit.
JVT-R054 [H. Liu, H. Li, Y.-K. Wang, M.M. Hannuksela, S. Wenger] CE6: DPB management

This contribution reports the results of the DPB management (JVT-Q064) part of CE6, and proposes to adopt the method into the next version of JSVM. The proposal includes some changes to the DPB management syntax and process for handling of decoded pictures used for inter-layer prediction referencing. The goal of the proposal is to save the required DPB buffer size, which is demonstrated by the results. The proposed changes are:

1) Introduction of a flag to indicate whether a decoded picture may be used for inter-layer prediction reference for decoding of pictures having a greater value of dependency_id, in the slice header.

2) Introduction of a new memory management control operation (MMCO) command to mark decoded pictures as “unused for inter-layer reference”, in the reference picture marking syntax.

3) A change to the DPB management process as specified in subclause 8.2.5 (Decoded reference picture marking process) and C.2 (Operation of the DPB).
Comment: Inserting a picture that is used for reference but not for output into the DPB is not clear.

Comments from the last meeting:

"no implementation available." 

"interaction with extractor?" 

Proposed inter-layer prediction flag appears to be some kind of helper bits not necessary for proper decoding.  Sounds like an SEI message (non-required picture SEI message already in draft supports this).  Don't adopt this flag.
Does our standard support multi-loop spatial scalability?  No. Not currently, anyway.  Agreed.
There shall be only one MMCO command present in each access unit, and that MMCO command must be in the lowest layer of that access unit.  Agreed.
JVT-R055 [M.M. Hannuksela, Y.-K. Wang] Reference picture marking in SVC
It is claimed that the current SVC design for hierarchical temporal scalability consumes an excessive amount frame buffers in the decoded picture buffer when the number of used temporal levels is greater than four. A solution based on modified sliding window decoded reference picture marking process is proposed. The proposed solution performs the sliding window operation independently per each temporal level. Consequently, the number of required frame buffers is reduced greatly and becomes as low as one plus the number of temporal levels in typical hierarchical temporal scalability schemes.
JVT-R060 [D.S. Jun, J.W. Kang, H. Choi, J.-G. Kim, T.M. Bae, Y.M. Ro] Dynamic spat layer switching at IDR pics
[A] This contribution proposes the way to switch between spatial layers dynamically such as from QCIF to CIF (layer-up) or from CIF to QCIF (layer-down) while decoding in JSVM decoder. It is assumed that layer switching varying to spatial scalability is performed at the point of periodically inserted IDR pictures in the scalable bitstream, which also enables random access capability in scalable bitstream. In this contribution, a method is proposed to support spatial layer switching as resetting both the resolution of output picture and reconstruction layer at the decoder when decoding access unit having IDR picture. Also, for dynamic spatial layer switching, scalable bitstream encoded using single-loop or multiple-loop is considered.
Disposition:
Our understanding of the existing intended design is this: When an IDR picture arrives, the decoding process of everything essentially starts from scratch.  If there are fewer layers in each access unit after the IDR than before the IDR then so be it.  The decoder shall decode what it gets.  Editor is requested to check and ensure the clarity of the current text.
JVT-R068 [I. Amonou, N. Cammas, S. Kervadec, S. Pateux] Improved signaling of scalability info
[A] This document presents some improvements on the existing scalable SEI message and also proposes a new syntax for coding this message. It is claimed that with the proposed syntax the payload size of this message has been reduced by half while keeping the same amount of information coded. It is proposed to adopt this new syntax in upcoming JSVM.
Any reason to allow no AVC-compatible base layer to be present in the bitstream?  Not that we can think of at the moment.
Proposes to add priority_id field to scalability info SEI.  Agreed.

Do we need this avc_base_layer_flag?  Not if profile & level info is present, so no action needed.
Reduced-form of dependency relation is proposed.  Group did not understand the proposal.

Some information needs to be repeated when using the current scalability info SEI.  Proposes to code some of this by reference or with a hierarchical definition.  Remark: Seems feasible, but this is only sequence-level information, and we want the interpretation of the SEI to be easy, not too much syntax, text, etc.  YKW, Heiko, Truong to study.  Revisit.
How is max_bit_rate defined?  One-second time window.  No action needed.
delta_layer_id semantics reportedly incorrect (i +/- delta).  Agreed.
Need some functionality added to software – fix bit rate computation, missing software for dependency information.  YKW volunteers to work on fixing this.
5.7. CE 7 & related docs: Improved and low-delay FGS
JVT-R022 [M. Winken, H. Schwarz, D. Marpe, T. Wiegand] CE7: Adaptive motion refinement for FGS
This document presents experimental results of CE7 using adaptive motion refinement and proposes a syntax modification for allowing a refinement of motion data in progressive refinement slices, similar to the inter-layer motion prediction mechanism of coarse-grain scalability.  The simulation results show gains of up to more than 1 dB in PSNR compared to the current JSVM, especially when the base layer is encoded at a low bit-rate and a large range of extractable bit-rates is supported.  These coding efficiency improvements have been achieved without any increase in decoder complexity.
JVT-R072 [M. Wien] CE7: Cross-check of HHI's JVT-R022
JVT-R069 [I. Amonou, N. Cammas, S. Kervadec, S. Pateux] Complexity reduction of FGS passes
This document presents a proposal to adapt the encoding and decoding complexity of FGS enhancement layers. Cyclical block coding as used in the JSVM 4 provides good performance but is complex and time-consuming. This proposal introduces several modes for encoding an FGS layer allowing the choice in the degree of complexity of the encoding and decoding processes. Results show a gain in decoding time up to 62% with a loss in quality reconstruction less than 0.35dB. The use of quality layers allows to further reduce this loss and to obtain a similar time reduction without any loss on quality reconstruction.
JVT-R077 [X. Wang, M. Karczewicz, J. Ridge, N. Ammar] CE7: Mult FGS layer for low delay
In proposal JVT-Q039, a method is proposed that incorporates temporal prediction into FGS layer coding and meanwhile controls the drift due to FGS layer partial decoding. Based on that method, this document presents further results for the case when multiple FGS layers are coded.  Problems of the current two-loop structure as well as multi-loop structure are explained. A new decoder-oriented two-loop structure is proposed that has a decoder complexity the same as two-loop structure but can provide performance close to multi-loop structure.
JVT-R087-L [Y. Bao, Y. Ye] Generalized Fine Granularity Scalability

5.8. Interlaced Coding

JVT-R014 [V. Bottreau] Prop. for SVC interlaced inter-layer pred. 

In the current JSVM, spatial scalability is only considered for progressive material. Motion and texture inter-layer prediction between two successive spatial layers are only addressed in case of progressive video sequences. This contribution proposes to extend these inter-layer prediction processes in order to support any combinations of interlace/progressive scalability. The problem of inter-layer motion prediction addressed here is considered at a macroblock level. The current proposal avoids in-depth modifications of previous inter-layer prediction processes, by introducing an intermediate level, called Virtual Base Layer.
JVT-R015 [V. Bottreau] Tech. desc. contrib. to interlaced SVC 
[A] Contains contribution to the AHG SVC interlaced coding. Picture-Adaptive Frame-Field (PAFF) coding functionality has been added to the software based on CVS version JSVM_3_1. A fist solution for reference picture list construction for interlaced coding is proposed, together with reference picture list reordering (RPLR) and memory management control operation (MMCO) commands. Some first results using Frame-Field encoding are provided and compared JM10.1 in case of IPPP structure, i.e. for the Base Layer only. Reported results show the added value of implemented AVC interlaced tools (for the Base Layer) for coding interlaced material. In addition, exhaustive bitstream conformance has been performed.
JVT-R019 [S. Sun] Resampling process for interlaced SVC
SVC (in Joint Draft version 4) only addresses spatial scalability between progressive video sequences (or frames).  In the previous JVT meeting (in Oct. 2005), an Ad Hoc Group (AHG) was formed to study coding tools for interlaced materials.  This contribution addresses issues related to the resampling (down-/up-sampling) processes involving interlaced materials.  It first summarizes the current practice in SVC for progressive frame-to-frame resampling (i.e. downsampling and upsampling), and then outline potential solutions for field-to-frame, frame-to-field, and field-to-field resampling processes.  The proposed solutions are largely based on and can be a natural extension of the current design for progressive frame-to-frame resampling, which is a direct interpolation method with an interpolation resolution of 1/16 sample.

JVT-R030 [S.-W. Park, J.-H. Park, B.-M. Jeon] Inter-layer prediction for interlaced SVC
The contribution reports the current status of implementation of field only encoder / decoder for enhance layer and introduces the solutions for inter-layer motion prediction in interlaced SVC. For implementation of field only encoder and decoder, some classes of JSVM code and decoded picture buffers management have been modified according to techniques specified in MPEG-4 AVC / H.264 [1]. For inter-layer motion prediction in interlaced SVC, this contribution shows a relation table about MB formats (field or frame) between two layers having field picture or MBAFF frame format. And then solutions are provided for various cases. In each solution, base picture determination, derivation of base macroblock location, derivation of motion vector of motion vector of top/bottom macroblock and reference picture selection at enhancement layer are explained in detail.
JVT-R061 [T. Hinz, H. Schwarz, T. Wiegand] MBAFF in the JSVM software
This document reports the HHI contribution to the AhG for interlaced coding in SVC. Based on a software solution that includes field picture coding and was provided by Thomson, the HHI has implemented the functionality of macroblock adaptive frame-field coding in the JSVM software for the base layer. The decoder solution has been verified by decoding H.264/MPEG4-AVC bit-streams that have been generated by the JM10.1 software, and the encoder implementation has been verified by a comparison of the coding efficiency with that of the JM10.1 software.
JVT-R062 [T. Hinz, H. Schwarz, T. Wiegand] FGS for field pics and MBAFF frames
In this contribution, a solution for the coding of progressive refinement slices for field pictures and MBAFF frames is proposed. The progressive refinement coding in the current JSVM and the coding of transform coefficient levels for field pictures and MBAFF frames as specified in H.264/MPEG4-AVC are combined in a straightforward way. The scanning order of transform coefficients in progressive refinement slices is selected depending on whether the co-located macroblock in the SNR base layer represents a frame or a field macroblock. The coding efficiency of the proposed approach is verified by simulation results for 6 interlaced SD sequences using MBAFF coding.
JVT-R063-L [T. Hinz, H. Schwarz, T. Wiegand] Inter-layer pred with MBAFF frames

In this contribution, an approach for the inter-layer prediction with interlaced enhancement layers and macroblock adaptive frame field (MBAFF) coding is presented. The investigation concentrates on CGS coding with MBAFF frames, and spatial scalable coding from progressive to interlaced MBAFF pictures. For CGS, the inter-layer prediction of the current JSVM has been mainly extended by a concept for mapping frame macroblock data to field macroblocks, and vice versa. For spatial scalability from progressive to interlaced MBAFF pictures, it is proposed to introduce a virtual intermediate layer of progressive pictures with the enhancement layer resolution. Using this virtual base layer, the inter-layer prediction is realized as a combination of the current inter-layer prediction for progressive sources and the inter-layer prediction that is proposed for CGS of MBAFF frames.

JVT-R083-L P(missing IPR statement) [X. Ji] FGS coding for interlaced SVC
5.9. SNR scalability

JVT-R032 [S. Takamura, Y. Bandoh, K. Kamikura, Y. Yashima] SNR scalability for lossless video coding
Lossless enhancement layer coding technique was introduced at Palma meeting, which was based on the JM.  In this contribution its application to JSVM3 is demonstrated.  With JSVM compatible base layer, overall lossless compression of 54% (intra-frame base coding, compared to original file size) and 44% (inter-frame base coding) was achieved, while lossless Motion JPEG2000 yielded 51%.

5.10. Error Resiliency

JVT-R033 [J. Jia, H.K. Kim, H.C. Choi, J.G. Kim] NAL unit type 19 for SVC redundant pics
This contribution proposes a change on NAL unit type 19 to indicate coded slice of a redundant coded picture when auxiliary coded picture is not used. With this modification, it is claimed that the redundant coded slice can be easily discarded without parsing slice header for efficient bitstream extraction according to network conditions.
Problem is identified as relevant. Solution is questioned. Needs further study.

JVT-R039 [J. Oh, D.Y. Suh, G.H. Park] Prop FGS parity layer: joint source-channel
[A] While FGS layers are used to control quality of video adaptive to available bitrate, the proposed FGP (Fine granularity Parity) layers for loss recovery are used to control loss resilience adaptive to packet loss ratio.
Concerns raised that the shown comparison is not reflecting the current status of SVC error resilience. Needs further study.

6. JVT SVC non-normative modifications
6.1. Encoder optimization

JVT-R050 [M. Mathew] Discardable bits and multi-layer RD estim.
The SVC encoder creates a bitstream that is scalable in spatial, temporal and SNR domains. This contribution takes a closer look at the multi-layer redundancies that exist within the SVC framework. It is proposed that when single loop coding is used, in some application scenarios, some residual information is not required for decoding upper layers and can be discarded. In short, it is possible to remove the scalability feature (in some application scenarios only) to improve the PSNR. This can also result in some computational complexity savings.
JVT-R057 [Y. Guo, Y.-K. Wang, H. Li] Error Resil Mode Decision in SVC

In the current JSVM reference software, when encoding one macroblock, the coding mode is selected such that optimal rate-distortion performance is achieved. However, the mode decision does not consider any transmission error and the resulted error propagation. Consequently, the mode selection algorithm is not optimal in an error-prone environment. This contribution presents a loss-aware rate-distortion optimized macroblock mode decision algorithm to improve the error resilience performance of the encoded scalable streams. It is proposed to adopt the mode decision implementation to the JSVM reference software as a non-normative tool.

JVT-R058 [C. Zhu, H. Li, Y.-K. Wang, M.M. Hannuksela] Redundant Pictures for Error Resilience
[A] This contribution proposes a redundant picture coding method to efficiently prevent temporal error propagation without relying on feedback information. It is proposed to adopt the method to the JM as a non-normative encoding tool.

6.2. Software

Break-out group reports and proposes:

Set-up of new tests to be used during integration

1. Short test

· to be successfully run (before and) after integration of a new tool by proponent

· result to be reported to SW coordinator / list

2. Long test

· determine performance and compare to proposed performance

· further validation 
· result to be reported to SW coordinator / list

Immediate steps are proposed

1. Create Script to run the tests

· platform independent script to be used from the proposal proponents to run the current tests

· add test their to the proposal.

2. Collect and distribute test streams

· Short term tests and long term tests to be collected and made them available.
3. Identify bug priority and track fixes
· Add priority to the available bugs, identify resources and fix schedule.

Future steps

1. Create bug reporting database
· Keep list/database of bugs and track their fixes.

· Facilitate bug investigation reporting.
2. Create Schedule for build and integration
· Proposal integrations should be required to allow quiet time after an integration for running longer term tests especially when multiple proposals are being integrated.
7. JVT 4:4:4 coding normative modifications
7.1. CE 8 & related docs: RCT

JVT-R046 [W.-S. Kim, D. Cho, D. Birinov, W.-I. Choi, D.-H. Kim, H.M. Kim] CE8: 4:4:4 in-loop color transform

This contribution shows the results of 4:4:4 in-loop colour transform of CE8 (JVT-Q308r1). The proposed residual colour prediction (RCP) technique uses a spatial 5-tab filter for the reconstructed G residual, which is used as a predictor for other R and B residual components. The unfiltered G residual is coded into bitstream and the filtered G residual is used only as a predictor in the inter-plane prediction process. In intra only case the proposed method gives 0.8 dB of RGB PSNR gain and 1.3 dB of Y PSNR gain over the current Joint Working Draft of Amendment 2. And in inter case (IBBrBP…) the proposed method shows 0.4 dB of RGB PSNR gain and 0.7 dB of Y PSNR gain over the current Joint Working Draft of Amendment 2. The comparison has been measured at the point of 45 dB of the Joint Working Draft of Amendment 2.
JVT-R052 [K.H. Han, Y.L. Lee] CE8: Cross verif of results

[AA]
JVT-R071-L [D. Marpe, H. Kirchhoffer, V. George, C. Fehn, P. Kauff, T. Wiegand] MB-adaptive 4:4:4 residual color transform

7.2. CE 9 & related docs: Separate prediction modes for 4:4:4 coding

JVT-R031 P2.2/3.1 [S. Sekiguchi, Y. Isu, Y. Yamada, K. Asai, T. Murakami] CE9: Separate pred modes for 4:4:4 results

This contribution provides experimental results for CE9 (Separate prediction modes for 4:4:4 coding), and proposes syntax modifications to the JFVM based on the results. Discusses results for both Intra-only coding and for inter coding.
Tests used IPPP… coding structure.  Working on results with B pictures.  Results reported mostly using average R, G and B combined PSNR.
Remark: We agreed on what information should be provided when we drafted the core experiment description in Nice – all of that information should be provided.

Remark: How much of gain in the inter coding case is from separate motion vectors versus separate intra prediction modes?  Gain is bigger for inter coding than for intra coding.

Significant gain – but only (or at least especially) at very high bit rates.

Test performed all coding in the RGB domain?  Yes.
Average difference at 45 dB?  Don't know yet.

Adaptive quantization? Yes – all three components.  Does this features work properly in the JFVM? We think so.

Proposes to multiplex the data at the macroblock level, rather than at the slice or picture layer, although the three channels are coded independently.  Remark: Is this wise?  Picture-level multiplexing suggested.
The appropriate form of syntax description for this approach was discussed – proposed draft text looks perhaps cumbersome.

Cross-verification?  To be provided as JVT-R093.

Proponent suggests that profiles should support both common-mode operation and separate-mode operation.

Complexity relative to common-mode operation?  Extra parsing, etc. during decoding.
To be provided in update of doc: YC0Cr PSNR results. Instead of separate encoding at MB level, separate encoding of entire pictures (as monochrome) would be more practical. Cross-check still to be provided by TW.

JVT-R084 P(missing) [T. Wedi, Y. Yamada] Independent modes for 4:4:4 intra

[AAA]

7.3.  Other subjects

JVT-R045 [K.H. Han, D.Y. Kim, J.H. Hur, Y.L. Lee] Lossless inter coding for 4:4:4
[AAA]
8. JVT 4:4:4 coding non-normative modifications
JVT-R025 [H. Yu, G. Cook] JFVM reference software status
A description of the changes to the software used in JVT-P017 to create the Joint 4:4:4 Video Model (JFVM) 1 Reference Software is provided.  Also preliminary observations are given on how average RGB PSNR relates to quality for the 4:4:4 test sequences.
Some bug fixing and alignment with current text.  Significant performance improvement resulting from the latest bug fix on 6 January ("r2" version).  Should keep in mind that "r1" version was bad.
The bugs were (basically) not in the JVT-P017 that was the basis of the draft – they crept in during an integration and functionality-completeness effort.

Some subjective testing comparisons reported.  45 dB reported to be a minimum quality for large-screen viewing.  Our current clips are reported to be not very challenging – kind of "boring":
· Man in restaurant OK

· Dining table OK

· TP OK

· Card toss – has "compression-like" artifacts – should check history/source of that clip.  Remark: Vague recollection that this clip went through a D5 before we got it.

JVT-R026 Info [H. Yu, G. Cook] On parallel impl of 4:4:4 coding

An analysis of the parallelism in the proposed common prediction mode Advanced 4:4:4 Profile for H.264/MPEG4-Part 10 AVC is presented.   In the common prediction mode method each channel is required to use the same block partition and the same spatial prediction modes.  In this analysis the common prediction mode method is compared to the recently proposed independent mode selection method, where each channel may have independent block partitions and independent spatial prediction modes. It is reported that for the case of maximum parallelism, only one additional comparison for the encoding in common mode case is required as compared to the independent mode case. It is also reported in the case of a hybrid serial/parallel solution, where the channels are encoded in parallel, but the processes themselves are serial, that the common-mode method requires no more memory or space than the independent mode method.
Remark: Final mode decision selection, in the common-mode case, requires waiting for the input to the decision-making process to arrive from all three color channels (or requires sub-optimal decision-making).  This is not the case in separate mode selection.
Remark: We think we understand the basic issues here, not difficult concepts to comprehend.

9. JVT Remaining normative coding modifications

JVT-R090-L Info [E. Viscito] Motion vector over picture boundaries restriction

10. JVT Remaining non-normative aspects
10.1. Logo insertion

JVT-R016 [V. Bottreau] Prop. for logo insertion
[A] In this new proposal, considering the remarks of the last JVT meeting, a new technique to encode the logo information is proposed. Only still and animated logos are supported by this proposal. Subtitles, stock ticker, etc. functionalities are supposed to be dealt with traditional Close Captioning techniques (Line 21 data services).
JVT-R076 [M. Kokes, J. Ridge, A. Islam, Y.-K. Wang] Insertions and overlays for H.264/AVC
[AA] Given the limitations of JVT-Q019 as proposed in Nice, this contribution strives to address the stated shortcomings discussed by the working group previously (i.e. animated logos, subtitles, stock ticker, etc…) as well as allowing for both greater flexibility in spatial and temporal placement of inserted visual content for both sequential and concurrent (i.e. multi-planar) insertions and/or overlays.

10.2. Encoder optimization techniques
JVT-R085-L P2.2.1 N-N [X. Xu, Y. He] Modification of UMHexagonS Fast ME

10.3. Improved Error resilience
10.4. Reference Software
JVT-R017 [J. Au] Random access point decoding for JM software

The current JM10.1 decoder software does not handle bitstreams that do not have IDR pictures, not even bitstreams with valid recovery point SEI and random access coding.  It would be very handy to have JM decoder decodes from non-IDR recovery points to test this important feature. This proposal proposes software contribution to JM decoder that allows the decoder to handle RAP and recovery point SEI.
11. Withdrawn JVT documents
JVT-R041
12. Updating of JVT group documents
JVT-R080 [T. Suzuki] AVC conformance problem report

New problems of AVC conformance were found after the last JVT meeting and this document summarizes it.

13. JVT internal operating rules

The following clarifications/adjustments of JVT operating rules have been approved.

All submissions must be made in JVT-P105.zip format with the word docs, excel sheets and other information being in the zip container. A revision of the doc shall be made by adding the revised doc to the zip container. (The document must also contain an abstract and be accompanied with an e-mail notification containing title, authors and abstract (identical to the one in the doc) which is no longer than 200 words and is written in 3rd person in a manner that does not express endorsement of the content of the document.)

Independent verification (necessary for adoption of a proposal) is provided either through 

a) independent implementation by 1 or more company different than the proponent based on the textual description (after adoption, both decoder source code versions must be made publicly available and one encoder version)

b) providing source code to all CE participants prior to the meeting (CEs can only be joined at the meeting, when the CE is created. CEs are created at each meeting and last until the next meeting.)

For every SEI message and every syntax element that are currently in the SVC draft, a showcase has to be provided in order to retain it in the JSVM/WD. If such a showcase is not provided at the next meeting for an SEI message or parts of it, the SEI message or the respective parts will be removed from the JSVM/WD. The source code and executables for the showcase must be made available.

A first CE description must be available at the last day of the meeting. Changes of the CE description are only allowed until 1 month prior to the next meeting. These changes must be of evolutionary characteristic relative to the input documents on which the CE is based and must be agreed by those who contributed the respective input document(s) or be added as an option.

14. List of Adoptions

Person listed in bracket is responsible for provisioning of text and software integration.

14.1. Normative SVC adoptions

14.2. Non-Normative SVC adoptions

14.3. Normative 4:4:4 coding adoptions
14.4. Non-Normative SVC adoptions

15. List of AHGs established

16. Resolutions of the meeting

[splice in from separate document]
17. SW integration plan
18. Attendance
1. Gary Sullivan (Microsoft)

2. Jens-Rainer Ohm (RWTH Aachen)

3. Thomas Wiegand (Fraunhofer HHI)

4. Yiliang Bao (Qualcomm)

5. Phoom Sagetong (Qualcomm)
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7. Jizheng Xu (Microsoft)
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9. Woo-Jin Han (Samsung)
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12. Nam-Hyeong Kim (Korea Univ.)
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