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1. Introduction

The purpose of this document is to provide information about the error resilience performance of the current TML5.9 in a simulated H.324 circuit-switched video conferencing environment, and provide some recommendations for future error resilience related standardization work.

2. Simulation conditions

The H.26L TML 5.9 reference software was used in a simulated H.324 circuit-switched video conferencing environment. The Network Adaptation Layer (NAL) for H.223 and the H.223 multiplexer simulator was used as part of the TML 5.2 software package. [3]

It was found, that TML 5.9 and the NAL implementation for H.223 had obvious error robustness weaknesses and related bugs, that needed to be corrected in order to provide meaningful performance results in an error-prone environment. A list of the fixes is provided in attached file "VCEG-M56(tml59_errorres_fixes).txt". Unless otherwise noted, all experiments presented in this document are run with the fixed TML software.

Common codec parameters:

· Hadamard transform: used

· Max search range: 16

· Number of previous frames used for inter motion search: 1

· Loop-filter: not used

· B-frames: not used

· Only Inter block search 4x4  was disabled, all the rest block types enabled.

The common conditions for video performance evaluation in H.324/M error-prone systems [1] was followed, except instead of using 4000 frames and a single run of a sequence, short sequences were used but run multiple times and results are presented in "average + best case + worst case" format.

File
BER
Interleaving depth (ms)

3-64.bin
5e-4
40

4-64.bin
1.6e-4
40

5-64.bin
1e-3
10

6-64.bin
1.3e-4
10

Table 1: Bit-error pattern characteristics

Four 64 kbit/s WCDMA bit-error patterns with different Bit error rate (BER) from [1] were used: Table 1 shows some relevant characteristics of the used bit-error patterns.

H.223 Simulator was used as currently available in TML 5.2. The total simulator bitrate includes video payload bitrate, 6.4 kbps audio payload bitrate, H.223 multiplexer overhead (6 bytes per packet) for both audio and video and the optional RS error correction code overhead (2*no. bits correctable/packet). To achieve the total bitrate being maximum 64 kbps the video payload bitrate was adapted depending on the amount of overhead in the different test cases. The QP for a whole encoded sequence was kept the same, different video payload bitrates are achieved by choosing different QP for the whole sequence.

Sequence (QCIF)
Frames/s
# encoded frames

Foreman
7.5
75

News
10
100

Silent
10
100

Table 2: Sequences used

The encoded bitstream (one pass of the original sequence as in Table 2) is run through the H.223 simulator 5 times with different starting position of the bit-error pattern. This method is used to show the variation of the PSNR depending on the position of the losses. 

Intra refresh algorithm was used as currently implemented in TML 5.9. The MBs in a frame that are to be forced Intra are selected according to a GOB-wise refresh pattern. GOB after GOB is refreshed in consecutive frames starting from the top of the frame to the bottom. The amount of Intra refresh can be regulated by increasing the number of frames in the window in which 1 GOB is refreshed (1 GOB/N frames). Either no intra refresh (N=0) or the window size N=1, 2, and 3 frames was used in the experiments.

Error Concealment was used as currently implemented in TML 5.9. When no data partitioning is used, the error concealment simply copies the pixel values from the previous frame at the same location where the lost MB was detected. In case of data partitioning the dependency of higher numbered partitions on lower numbered partitions is utilized and all correctly received data is decoded until the first lost syntax level is detected. The lost syntax level, and the ones depending on it, are made transparent to the decoder by generating valid code-words at the lost syntax level, that make the decoder skip all dependent levels below that. For example, if all DCT coefficients of an MB are lost, the error concealment module generates locally a Coded Block Pattern (CBP) (replacing the original one in the bitstream) that signals to the decoder, that no DCT coefficients are coded for the MB.

3. Experiments

3.1 Fixed TML vs. previous results

The goal of these experiments was to verify how meaningful previously presented results in support of different error resilience tool proposals are. The effect of introduced software fixes and of forced intra refresh are demonstrated. Results from the proposal supporting data partitioning for H.324 [2] are used as reference. In this experiment no Forward Error Correction (FEC) was used in the H.223 multiplexer.

The compared cases are:

1. q15k18.doc: pm0 (picture mode), 1 frame/1 packet packetization

2. q15k18.doc: pf0 (progressive frame mode), 6 data partitions per frame

3. Slice: 1 GOB/1 packet packetization

4. Frame+DP: 6 data partitions per frame

For cases 1. and 2. results were available only for experiments without any kind of forced intra refresh used in the bitstream. For cases 3. and 4. also the effect of different amount of Intra refresh was measured.

For cases 1. and 2. the in the source document it was not stated clearly, but we assume, that the showed results are only from one run of the sequence and not an average value is presented, nor the variation is shown.

Complete results can be found in the attached Excel table "VCEG-M56(fixed_vs_previous).xls". Figure 1 shows an example plot. The x-axis shows the different Intra Refresh rates used. The video bitstream corresponding to each marker, with added H.223 multiplexer simulator overhead, fits into the total simulator bitrate of 64 kbit/s.
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Figure 1: Average + best case + worst case plot 
Foreman with bit-error pattern 6-64.bin

Results show, that PSNR values in [2] are considerably lower than the ones achievable with the fixed software (up to 10 dB! in case of error pattern 5-64). Case 4. is direct comparable with case 2. The effect of Intra refresh is also well pronounced. 

Comparing case 3. to case 4. reveals, that frame based data partitioning (no slices) without unequal error protection is more vulnerable to errors than simple slices.

3.2 DP+UEP vs. slice+EEP

The goal of these experiments was to see how added FEC for Unequal Error Protection (EUP) improves the performance of data partitioning (DP). The DP+UEP case is compared to the case where FEC is used as Equal Error Protection (EEP) for simple slices.

The compared cases are:

1. Slice: 1 GOB/1 packet packetization, without FEC

2. Slice+EEP: 1 GOB/1 packet packetization with Equal Error Protection for each packet

3. Frame+DP: 6 data partitions per frame, without FEC

4. Frame+DP+UEP: 6 data partitions per frame, Unequal Error Protection for different partitions

The effect of allocating Forward Error Correction bits to a given bitstream chunk is, that if the actual number of bit-errors per bitstream chunk (packet) is smaller than the bit-error correcting power of the FEC, the bit-errors are eliminated. If the number of bit-errors is higher than the FEC correcting power the packet is dropped. In practice, this means that usage of FEC decreases the packet loss rate dramatically as long as the FEC correcting power is higher than the average bit-error rate, but with on average higher bit-error rates than the FEC correcting power, FEC looses its effect and the packet loss rate is almost the same as without FEC. Based on this argumentation it is apparent, that the optimal amount of FEC to be used highly depends on the channel bit-error rate.

In this experiment it was not attempted to determine the optimal allocation of FEC, rather to show possible improvements achievable. Table 3 shows the allocation of Reed-Solomon (RS) FEC code to the different logical channels in H.223 for each test case. The motivation in choosing the error correcting power of RS for Slice+EEP was to keep the same overall FEC overhead the same for both UEP and EEP cases.

Partition
Logical channel
Slice
Slice+EEP
Frame+DP
Frame+DP+UEP*

1
0
0
7
0
32

2
1
-
-
0
16

3
2
-
-
0
8

4
3
-
-
0
4

5
4
-
-
0
4

6
5
-
-
0
0

Table 3: RS code allocation (showing error correcting power)

*: The UEP FEC allocation is the same as for the weak error protection case in [2].

Complete results can be found in the attached Excel table "VCEG-M56(UEP_vs_EEP).xls". Figure 2 and Figure 3 show example plots.
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Figure 2: Average + best case + worst case plot 
Foreman with bit-error pattern 6-64.bin
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Figure 3: Average + best case + worst case plot 
News with bit-error pattern 5-64.bin

In the results it is most apparent, that the effectiveness of the error resilience tools (Slice, Intra Refresh, EEP, DP+UEP) depends highly on the bit-error rate (BER) and bit-error pattern and also the particular sequence. Different combination of the tools with different parameters performs best for different sequences and different BERs. The number of free parameters makes the evaluation of the results difficult (e.g. slice size, number of Intra MBs per frame, power of EEP, number of data partitions, power of UEP).

4. Recommendations

In the light of the above presented results we think, that for fair evaluation of error resilience tools in the H.26L standardization work more strict, agreed conditions and procedures should be followed.

The prerequisite for any meaningful error resilience experiments are:

· The reference software error resilience is to be improved to a level, that serves as good anchor. Bugs have to be fixed, error concealment is to be improved, more sophisticated intra refresh algorithm should be introduced.

· Anchor results should be generated for a set of sequences with each bit-error pattern. Both anchor and proposed new algorithms and tools are allowed to be tuned to a given bit-error pattern.

For evaluation of existing tools and new contributions the proponent has to provide:

· Description of the algorithm that is used to set the parameters of the tool (e.g. number of data partitions, power of UEP) for its optimal performance.

· Comparison of the results to the anchor results.

· Results with fixed (non-adaptive) parameters, that are not tuned to each bit-error rate. These results are to be used to evaluate the robustness of the tool if not optimal parameters are chosen.
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� With the UEP table for DP (1:32, 2:16, 3:8, 4:4, 5:4, 6:0) altogether 64 bytes FEC overhead is allocated to a frame. EEP to be assigned to each slice (packet) of a frame: 64/9 =~ 7 bytes, because for a QCIF frame there are 9 slices.
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