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1. Introduction
In this document we reinvestigate the concept of first globally processing a reference within the reference buffer prior to using it as a reference. Such an approach has already been investigated in [1] and in related papers such as [2]

 REF _Ref77695651 \r \h 
 \* MERGEFORMAT [3], by warping the references using affine motion compensated prediction. Nevertheless in this document we consider not only the affine transformation of a single image to generate such references, but additional possible transformations such as linear or non-linear spatial filters, or by even allowing the combination of such images using weighted averaging (indirect/global bi-prediction). We believe that considering such methods could lead to further considerable performance improvement compared to the existing H.264 (or JVT, or MPEG-4 AVC) [4] video coding standard and should be further investigated. More specifically such an approach could be considered very similar to the way currently weighted prediction is performed in H.264, where a signal within the slice layer suggests whether transformation/filtering semantics exist for each reference for each list. If this indicator is present and set, additional semantic information is transmitted within the bitstream indicating the transformation introduced to each reference (i.e. filtering method or affine transformation) and its associated parameters (filter taps, affine parameters). Preliminary results appear very promising and we believe that this process should be further investigated.
2. Global Parametric Motion Models for Motion Compensation
In [1] it was proposed that motion compensation prediction is performed using not only previously decoded references but also if necessary their warped versions. Warping parameters were affine motion parameters and were transmitted as side information in the bitstream. Motion compensation is performed by addressing blocks within these references without having to consider how such were generated. The pixel displacements dx(x,y) and dy(x,y) for generation of the warped references isdescribed using the set of orthonormal polynomial basis functions proposed in LBC-97-029
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with f1(x,y) ... f6(x,y) the orthonormal polynomial basis functions and a1 ... a6 the motion model coefficients as described in LBC-97-029. Such model enables more efficient performance in the presence of non-translational motion such as zooming and shearing. Other models such as the perspective motion model or the parabolic model can also be used in order to better approximate better curved surfaces and perspective effects. 
Although H.264 has introduced several very efficient tools for motion compensation including multiple block sizes, a better design of skip and direct macroblocks/blocks, weighted prediction etc, reference warping could still provide significant benefits in cases with non translational motion as the ones mentioned above. Nevertheless, such temporal transforms might not be the best or only way for generating references for motion estimation and compensation. For example, in the presence of noise (such as film grain noise) a spatial low pass filter (i.e. a median, or n-tap separable low pass filter, or a filter similar to the deblocking filter currently employed by H.264) might be a better approach and could lead to even further gain since such could allow the removal of non temporally correlated noise and therefore improve motion prediction. 
An additional concept that seems not to have been properly exploited is also the idea of global, apart from local, bi-prediction. That is, a reference is generated by considering not only a single reference but by combining two references (from the same list) after both have been processed globally using spatial or temporal transformations. Note that this concept enables the usage of bi-prediction even in P slices with very little overhead since signaling is only necessary at the slice layer. Furthermore prediction from up to 4 pictures could now be used when performing motion compensation within B slices. Obviously the combination of more pictures could also be considered. 
Signaling for this generalized reference generation method could be made very similar to the existing method used for explicit weighted prediction. For each encoded slice an additional table can be transmitted, which for each list and each reference within such list provides information about the transformation process, if any, that is to be used to generate the final reference. For example, the first picture in list0 is signaled to be filtered first using a 3x1 followed by 1x3 median filter, while the second picture in the same list is signaled to be combined (i.e. using weighted averaging) with the first picture in list0 prior to filtering. Note that such process only generates temporary references and does not impact the actual reference store, similar to what is currently done for weighted prediction.  In Figure 1 and Figure 2 a simplified encoder and decoder respectively with consideration of the above described method are shown. 
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Figure 1. Generalized Encoder using Adaptive References
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Figure 2. Generalized Decoder using Adaptive References

3. Implementation/Simulation Results
The proposed method was implemented in reference software 8.2. Currently our software only supports adaptive references using median and N-tap separable filtering, and weighted bi-prediction of two warped pictures using affine motion compensation. Nevertheless, and for simplicity in our encoder, for the later method no warping was performed (zero motion is transmitted) while weights were implicitly computed based on poc distances. To simplify our encoding process even further, we have selected to use only the adaptive weighted bi-prediction method for this test, where reference 1 from each list (if available) is replaced by the weighted averaging between the original reference 1 and reference 0 from the same list. RD decision between normal reference generation and our proposed method was also used. Several CIF sequences were encoded at various QP values using the proposed mode. More specifically we have selected CIF sequences Bus, Container, Football, Foreman, Flower, Tempete, and Table Tennis. Although in this first implementation, reference generation is rather simplistic, improvements of up to 9% can be achieved using our proposed method. Obviously the proper consideration of warping parameters and efficient decision of the transformation process (i.e. spatial or temporal filters, number of taps, estimation of warping parameters etc) for each reference is expected to yield even higher performance.
4. Conclusion

In this document additional methods were briefly presented that could allow for further improvement in encoding performance for existing video coding standards such as H.264. The concepts rely on globally temporal and spatial transformations of the existing references prior to motion compensation which essentially leads to an improvement in the quality of the reference images, and therefore to the overall reduction of the motion information and the residual signal needed to be encoded. We therefore recommend that such methods should also be considered for future extensions of video coding standards such as H.265, while the most appropriate spatio-temporal transformations be identified within the framework of such approach. 
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