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1 Overview

In the VCEG contributions VCEG-V04 [1] and VCEG-W06 [2], we proposed a scalable extension of H.264 [3]. This proposed subband extension enables temporal, spatial, and SNR scalability. Experimental results indicate that a single layer version of the subband extension provides a coding efficiency comparable or superior to that of an original H.264 compliant encoder. As a remarkable feature of our approach, most components of H.264 can be used as specified in the standard, while only a few need to be adjusted to the motion-compensated temporal lifting structure.

The basic coding scheme for achieving a wide range of spatial, temporal, and SNR scalability can be classified as a layered MCTF approach (Figure 1). For providing temporal scalability and obtaining an efficient scalable bit-stream representation of a video sequence, the temporal dependencies between pictures are exploited by using an open-loop subband approach. The related temporal analysis-synthesis filter bank structure is generalized to facilitate an adaptive block-based choice between the motion-compensated lifting representations of the Haar filter (uni-directional prediction) and the 5/3 filter (bi- prediction), both coupled with multiple-reference frame capabilities. Furthermore, an intra mode can be chosen on a block basis to efficiently represent blocks that cannot be reasonably predicted using motion compensation. 

For each spatial layer, groups of pictures are decomposed via motion-compensated temporal filtering (MCTF). By using the highly efficient motion model of the H.264 standard in connection with an adaptive switching between the Haar and the 5/3 spline wavelet on a block basis, both the prediction and the update step of the MCTF approach are similar to the motion-compensated prediction of B slices as specified in the H.264 standard.

Similarly to the H.264 standad, the MCTF scheme inherently provides temporal scalability. Furthermore, the open-loop structure of a temporal subband representation offers the possibility to efficiently incorporate SNR scalability. For obtaining an SNR scalable representation of a group of pictures, the concept of layered residual quantization is used. A base layer representation of the subband pictures, and thus of a group of pictures, is obtained by coding the low- and high-pass pictures L and H using the intra and residual coding tools of H.264 including the block-based transforms and the Context-Adaptive Binary Arithmetic Coding (CABAC). In each SNR enhancement layer, approximations of the residual signals computed between the original subband pictures obtained by the analysis filterbank and the reconstructed subband pictures obtained after decoding the base layer representations (and previous enhancement layer representations) are transmitted.
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Figure 1:  Basic coding scheme.

In order to provide spatial scalability, a pyramid structure is employed. Although MCTF is independently applied in each spatial layer, a large degree of inter-layer prediction is incorporated. Intra macroblocks and residual macroblock representing temporal high-pass signals can be predicted using the corresponding interpolated reconstruction signals of previous layers. The motion description of each MCTF layer can be used for a prediction of the motion description for following enhancement layers.

In this contribution, we present further developments for the scalable extension of H.264 [1]

 REF _Ref85520560 \r \h 
[2]:

· In sec. 2, we investigated the base layer compatibility with the H.264 Main Profile. It could be shown that an H.264 compatible base layer can be easily integrated into the proposed approach. The simulations results showed that the incorporation of an H.264 Main Profile compatible base layer doesn’t have any negative impact on the coding efficiency.

· In sec. 3, we describe a modification of the inter-layer prediction process for intra macroblocks that enables the implementation of low-complexity decoders.

· In sec. 4, we present a first method for supporting low-delay modes.

· In sec. 5, we propose modifications of the motion-compensated update step that further increase the coding efficiency and reduce subjectively disturbing “ghosting” artifacts.

· In sec. 6, we presents first results on fine granular SNR scalability and flexible combined scalability.

2 Base layer compatibility with H.264 Main Profile

2.1 Background

The Fraunhofer HHI software provided after the Redmond meeting supports two different base layer modes. 

· H.264 compatible base layer (cp. VCEG-V04 [1]): In that mode, the reconstructed base layer pictures are exclusively used for a prediction of intra macroblocks in low- and high-pass pictures of the enhancement layers.

· H.264-based MCTF base layer (cp. VCEG-W06 [2]): The usage of the H.264-based MCTF extension in the base layer additionally provides the possibility to employ the base layer motion data and residual information (high-pass signals) for predicting motion data and residual information of the enhancement layers. 

As shown in [2], the inter-layer prediction significantly improves the coding efficiency of the next spatial layer; especially in cases where the bit-rate increase from one spatial layer to the next is less than 100%. 

The main conceptual difference between an H.264 compatible bit-stream and the H.264-based MCTF extension as proposed by the Fraunhofer HHI is the usage of the update step. Our experiments turned out that the update step mainly influences the coding efficiency at high spatial resolutions and high bit-rates. For the base layer, the coding efficiency is nearly identical with and without the update steps.

In order to efficiently use the inter-layer prediction of motion and residual data, the base layer must employ the same coding structure as the MCTF-based enhancement layers. 

Since in H.264, the coding order of pictures is completely decoupled from their display order and the reference picture list can be arbitrarily chosen, it is possible to use any coding structure for an H.264 compatible base layer. Thus, it is possible to combine the advantages of an H.264 compatible base layer and of the inter-layer prediction of motion and residual data.

2.2 Description

We integrated an H.264 Main Profile compatible base layer mode in the Fraunhofer HHI approach that supports an inter-layer prediction of motion and residual data as proposed in [2] and provides the same degree of temporal scalability as an MCTF base layer. The H.264 Main Profile compatible base layer mode requires the following modifications of the approach presented in VECG-W06 [2]:

· The concept of adaptive spatial transforms is not used.

· No motion-compensated update is performed in the base layer.

· Motion and residual data are transmitted together in a single NAL unit with an H.264 compatible slice header and H.264 compatible slice data.

· Reference picture list reordering commands are included into the slice headers of the base layer NAL units in order to achieve an MCTF-like dependency structure.

· Memory management control operation commands are included into the slice headers of anchor (low-pass) pictures in order to reduce the required frame memory.

· The sequence parameter set for the base layer is transmitted in conformance with H.264.

· The derivation of motion vectors in the direct modes is done in conformance with the spatial direct mode of H.264.

· The motion estimation and mode decisions are performed in coding order.

2.2.1 Hierarchical B pictures and inter-layer prediction

For the H.264 Main Profile compatible base layer mode, the coding structure depicted in Figure 2 is employed. Similarly to the H.264-based MCTF layers, the first picture is independently coded as IDR picture, and all remaining pictures are coded in “B...BP” or “B...BI” groups of pictures using the concept of hierarchical B pictures. The coding order of the pictures inside a GOP is “AB1B2B2B3B3B3B3…” with “A” specifying the anchor pictures, which is either coded as I or P picture.

The B pictures of the first level (the picture labeled as B1 in Figure 2) use only the surrounding anchor frames A for motion-compensated prediction. The B pictures Bi of level i > 1 can use the surrounding anchor frames A as well as the B pictures Bj of a level j < i that are located inside the same group of pictures for motion-compensated prediction. Thus, the same dependency structure as for an MCTF layer without update steps is used. In order to restrict the reference picture usage in such a way, reference picture list reordering (RPLR) commands are transmitted when necessary. Furthermore, in order to reduce the required frame memory, 

· the B pictures of the highest level (the pictures B3 in the example of Figure 2) are transmitted as non-reference pictures (all other B pictures need to be transmitted as reference pictures, since they are used as reference for motion-compensated prediction of following pictures), and

· memory management control operation (MMCO) commands are coded in the slice headers of the anchor pictures A. With these MMCO commands, all B pictures of the previous GOP are marked as unused for reference, so that they can be removed from the decoded picture buffer.
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Figure 2: Coding structure for supporting an H.264 Main Profile compatible base layer mode

As already mentioned, the H.264 Main Profile compatible base layer uses the same coding structure as an MCTF base layer. Thus, the inter-layer prediction of motion and residual date as proposed in [2] can be used just as with an MCTF base layer.

2.2.2 Syntax modifications

For generating an H.264 Main Profile compatible base layer bit-stream, the following syntax changes compared to VCEG-W06 [2] are required:

· The sequence parameter set(s) for the base layer is/are transmitted in conformance with the H.264 standard, i.e. without the additional parameters that have been added for the MCTF layers.

· The slice headers for the base layer pictures are transmitted in conformance with H.264.

· The motion and residual data are transmitted in a single NAL unit with an H.264 compatible slice header and H.264 compatible slice data. Therefore, the skip flag that is not used for MCTF layers is included into the slice data syntax.

· The concept of adaptive spatial transforms (FRExt) is not used for the base layer, i.e. the corresponding syntax elements are not transmitted and the 4x4 block transform is used for all macroblocks.

2.2.3 Modifications of the decoding process

The decoding is performed in conformance with the H.264 standard, in particular

· The motion-compensated update is not carried out.

· The derivation process of motion vectors for the direct modes is performed as specified in the H.264 standard including the usage of the data of the co-located macroblock.

· The storage and output of pictures is controlled by the operations of the decoded picture buffer as specified in the H.264 standard.

· The derivation of the reference picture lists is done as specified in the H.264 standard.

2.2.4 Modifications of the encoding process

Since no motion-compensated update is carried out at the decoder side, the update steps are also omitted at the encoder side. But, although the base layer is transmitted in conformance with the hybrid H.264 standard, the encoding process is still performed in an open-loop fashion as for an MCTF layer without update steps. Similarly to the MCTF analysis filter bank, the high-pass pictures, which are transmitted using the B slice syntax, are generated by motion-compensated prediction based on original pictures. However, in order to be able to access the data of co-located macroblocks that are needed for evaluating the direct modes, the order of pictures for which the motion-compensated prediction performed is changed. As a first step, the prediction data, i.e. macroblock modes, reference indices, and motion vectors, for the anchor frame of each GOP are determined. Given these data, the prediction data for the B pictures of the first level B1 (cp. Figure 2) are determined, etc. Note, that for evaluating the direct mode of the B pictures Bj of level j, the prediction data of the anchor frames A as well as the prediction data of all B pictures Bi with i < j are required. The cascading of quantization parameters is done as for the MCTF decomposition of a group of pictures (cp. [1]).

2.3 Experimental Results

In Figure 3-Figure 10, the coding efficiency of the proposed version with H.264 Main Profile compatible base layer is compared to the version (without an H.264 compatible base layer) that was proposed at the Redmond meeting [2]. For this experiment the sequences and coding conditions as specified in the SVC Core Experiment description [4] have been used. The PSNR is measured against the original sequences. For test scenario 2, the original QCIF sequences are generated by applying the MPEG downsampling filter (using the DownConvert tool that was provided together with the Fraunhofer HHI software); for all other sequences, the originals from the Hannover ftp-site are used.

As can be seen, the coding efficiency of the proposed version is similar to or better than that of our previous proposal [2] that was presented during the Redmond meeting. The generated bit-streams contain an H.264 Main Profile compatible base layer that supports the same degree of temporal scalability as the MCTF base layers of the Redmond bit-streams.
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Figure 3 Simulation results for the scenario 2 sequence “BUS”.
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Figure 4 Simulation results for the scenario 2 sequence “FOREMAN”.
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Figure 5 Simulation results for the scenario 2 sequence “Football”.
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Figure 6 Simulation results for the scenario 2 sequence “MOBILE”.
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Figure 7 Simulation results for the scenario 1 sequence “CITY”.
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Figure 8 Simulation results for the scenario 1 sequence “CREW”.
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Figure 9 Simulation results for the scenario 1 sequence “HARBOUR”.
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Figure 10 Simulation results for the scenario 1 sequence “SOCCER”.

3 Constrained inter-layer prediction with low-complexity decoding

3.1 Description

The basic coding scheme [2] for achieving spatial, temporal, and SNR scalability can be classified as layered MCTF approach. For providing temporal scalability and obtaining an efficient scalable bit-stream representation of a video sequence, the temporal dependencies between pictures are exploited by using an open-loop subband approach. In order to provide spatial scalability, a pyramid structure is employed. Although MCTF is independently applied in each spatial layer, a large degree of inter-layer prediction is incorporated. Intra macroblocks and residual macroblocks representing temporal high-pass signals can be predicted using the corresponding interpolated reconstruction signals of previous layers. The motion description of each MCTF layer can be used for a prediction of the motion description for following enhancement layers.

The motion data and residual macroblocks are directly predicted from the decoded subband pictures (low- and high-pass pictures) of the corresponding base layer. For these prediction processes it is not required that the base layer signal is reconstructed by the computationally complex operations of inverse motion-compensated temporal filtering and de-blocking. However, for the inter-layer prediction of intra macroblocks (INTRA_BL mode), the reconstructed and upsampled base layer signal is employed, and thus the processes of inverse motion-compensated temporal filtering and de-blocking need to be performed for all subordinate layers (see Figure 11). 

[image: image11.emf]L

0*

L

0*

L

0*

L

0*

L

0*

L

0*

L

0*

L

0*

L

0*

L

0

L

0

L

0

L

0

L

0

L

0

L

0

L

0

L

0 reconstructed

sequence

reconstructed

and upsampled

sequence

H

1

H

2

H

1

H

3

H

1

H

2

H

1

L

3

Spatial upsampling

Intra prediction from

reconstructed and 

upsampled base

layer signal

L

3

L

3

H

1

H

2

H

1

H

3

H

1

H

2

H

1

L

3

InverseMCTF

including

de-blocking filter

reconstructed

subband pictures

Layerk

Layerk+1

GOP boundary


Figure 11: Inter-layer prediction of intra macroblocks in the original HHI approach [2].

Since motion compensation and de-blocking are the computationally most complex operations at the decoder side, the decoder complexity can significantly be reduced if the inverse MCTF process is only performed for the layer that is actually decoded. We have found that such a solution can be realized by restricting the usage of the INTRA_BL mode, for which an intra prediction signal from the subordinate layer is required. Our simulations results showed that for most sequences, the impact on coding efficiency is negligible. 

In order to enable low-complexity decoder implementations, the original Fraunhofer HHI approach has been modified in regard to the following points:

· The usage of the macroblock mode INTRA_BL (requires base layer intra prediction signal) in a high-pass picture is only allowed for macroblocks, for which the corresponding 8x8 block of the base layer is located inside an intra-coded macroblock.

· The intra prediction signal for macroblocks inside high-pass pictures that are coded in INTRA_BL mode is directly obtained by de-blocking and upsampling the corresponding 8x8 luma block inside the corresponding base layer high-pass picture.

With the proposed changes to the Fraunhofer HHI approach, the decoding complexity is significantly reduced, since the inverse MCTF is only required for the spatial layer that is actually decoded. For generating the intra prediction signal for high-pass macroblocks coded in INTRA_BL mode, the corresponding 8x8 blocks of the base layer high-pass signal are directly de-blocked and interpolated as illustrated in Figure 12. Therefore, after padding the corresponding 8x8 block, the de-blocking filter as specified in H.264 is applied and the interpolation is performed using the half-pel interpolation filter of H.264. Note, that the reconstruction process of low-pass pictures is not changed in comparison to the original Fraunhofer HHI contribution [2].
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Figure 12: Low-complexity inter-layer prediction of intra macroblocks

For applying the de-blocking filter and performing the interpolation process, the intra macroblocks of the base layer are extended by a 4-pixel border in each direction using the following padding process (see Figure 13). In the following, the padding process is described for the upper and upper-right macroblock boundary of the luminance signal. For the other macroblock boundaries and the chrominance signals, the padding process is identical, only the coordinates are modified correspondingly.

Let (x, y) be the luma location of the upper-left luma sample of the current macroblock, and let p[x,y] be the luminance signal of the corresponding high-pass picture of the base layer.
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Figure 13: Padding of intra macroblocks of the base layer

The border samples p[x+i, y-j] with i = 0…3 and j = 0…3 are obtained as follows:

· If the sample p[x, y-1] is located inside an intra macroblock, the samples
p[x+i, y-j] are not modified.

· Else if the sample p[x-1, y-1] is located in an intra macroblock, the following applies.

· When the sample p[x-1, y] is not located inside an intra macroblock, it is modified to p[x-1, y] = ( p[x-1, y-1] + p[x,y] + 1 ) >> 1

· The samples p[x+i, y-j] are then obtained using the intra 8x8 diagonal down right prediction mode of H.264 with corresponding coordinate changes. Note, the intra 8x8 diagonal down right prediction mode as specified in H.264 is only applied for the upper 4x4 block of the right macroblock boundary and the left 4x4 block of the lower macroblock boundary; for all other 4x4 blocks, the coordinates and the intra prediction direction are changed accordingly.

· Otherwise, p[x+i, y-i] = p[x+i, y].

The border samples p[x+i, y-j] with i = 4…11 and j = 0…3 are obtained as follows:

· If the sample p[x, y-1] is located inside an intra macroblock, the samples
p[x+i, y-j] are not modified.

· Otherwise, p[x+i, y-i] = p[x+i, y].

The border samples p[x+i, y-j] with i = 12…15 and j = 0…3 are obtained as follows:

· If the sample p[x, y-1] is located inside an intra macroblock, the samples
p[x+i, y-j] are not modified.

· Else if the sample p[x+16, y-1] is located in an intra macroblock, the following applies.

· When the sample p[x+16, y] is not located inside an intra macroblock, it is modified to p[x+16, y] = ( p[x+15, y] + p[x+16,y-1] + 1 ) >> 1

· The samples p[x+i, y-j] are then obtained using the intra 8x8 diagonal down right prediction mode of H.264 with corresponding coordinate changes (see above).

· Otherwise, p[x+i, y-i] = p[x+i, y].

The border samples p[x+i, y-j] with i = 16…19 and j = 0…3 are obtained as follows:

· If the sample p[x+16, y-1] is located inside an intra macroblock, the samples
p[x+i, y-j] are not modified.

· Otherwise, p[x+i, y-i] = p[x+15, y].

3.2 Experimental Results

In Figure 14 - Figure 21, the coding efficiency of the proposed low-complexity inter-layer prediction is compared to the original approach. For these experiments, the test sequences and coding conditions as specified in the SVC Core Experiment description [4] have been used.
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Figure 14: Coding efficiency of the low-complexity inter-layer prediction for the sequence “Bus”.
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Figure 15: Coding efficiency of the low-complexity inter-layer prediction for the sequence “Foreman”.
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Figure 16: Coding efficiency of the low-complexity inter-layer prediction for the sequence “Football”.
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Figure 17: Coding efficiency of the low-complexity inter-layer prediction for the sequence “Mobile”.
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Figure 18: Coding efficiency of the low-complexity inter-layer prediction for the sequence “City”.
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Figure 19: Coding efficiency of the low-complexity inter-layer prediction for the sequence “Crew”.
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Figure 20: Coding efficiency of the low-complexity inter-layer prediction for the sequence “Harbour”.
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Figure 21: Coding efficiency of the low-complexity inter-layer prediction for the sequence “Soccer”.

4 Adaptive temporal decomposition structure for enabling low-delay

4.1 Description

The HHI software provided after the Redmond meeting did not support a specific low-delay mode. The only possibility to adjust the delay was to specify the GOP size for the highest temporal resolution. However, when N dyadic temporal resolution stages should be supported, for the highest temporal resolution a GOP size not less than 2N is required. This is directly coupled to a delay of 2N-1 frames at the highest temporal level.

We modified the HHI software in a way that the structural encoding-decoding delay can be arbitrarily adjusted. The structural delay is adjusted by limiting the reference picture lists (list 0 and list 1) that are used for the prediction and update steps.

Let fin be the frame rate of the highest temporal level in Hz, and dmax be the maximum structural delay in seconds. Then, the delay in frames for the highest temporal resolution is given by
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In order to enable structural encoding-decoding delays df0 that are less than 2N-1 frames, with N being the number of dyadic temporal decomposition stages, a group of pictures is partitioned into sub-groups. Neither backward prediction steps nor update steps are allowed across the corresponding partition boundaries, so that these sub-groups of pictures can be encoded and decoded independently without influencing previous or following sub-groups.

Let l specify the temporal level. l is equal to zero for the first decomposition stage and is increased by one for each following dyadic temporal decomposition stage. The partitioning for the l-th decomposition level is controlled by two parameters: the partition size Gl and the sub-partition size Cl. These parameters are determined by the following algorithm, where Dl is an auxiliary variable:

for( Dl = 0; df0 >> ( Dl + l ); Dl++ );

Dl = min( Dl, N – l );

Gl = ( 1 << Dl );

Cl = max( 0, Gl – (df0 >> l ) – 1 );

Figure 22 illustrates the partitioning and the corresponding decomposition structure for a group of 16 pictures (N = 4) and a structural encoding-decoding delay df0 of 4 frames. In that case, the parameters Gl and Cl with l = 0..3 are given by

Gl[l] = { 8, 4, 2, 1 }

Cl[l] = { 3, 1, 0, 0 }.

Note, that the partitioning is always consistent across all decomposition stages. That means, the location of the partition and sub-partition boundaries is identical for all temporal decomposition stages. And furthermore, the decomposition structure for the temporal levels 1 to N-1 and a delay of df frames is always identical to the decomposition structure for the temporal levels 0 to N-2 and a delay of df / 2 frames. This property especially allows the application to a multi-layer scalable codec with different temporal resolutions in each layer (as the Fraunhofer HHI approach [2]).
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Figure 22: Illustration of the GOP partitioning for a group of 16 pictures and a structural encoding-decoding delay of 4 frames at the highest temporal resolution. For clarity, only the prediction and update steps using directly neighboring reference pictures are illustrated.

Given the parameters Gl and Cl and thus the partitioning of a group of pictures, the size of the reference picture lists that are used in the prediction and update steps is restricted in a way that any backward prediction or update across a sub-partition or partition boundary is discarded.

Let nP0[i] specify the size (in frames) for the prediction list 0 (forward prediction list) for the picture i, and let nP1[i] specify the size for the prediction list 1 (backward prediction list) for picture i. Similarly, let nU0[i] specify the size (in frames) for the update list 0 (forward update list) for the picture i, and let nU1[i] specify the size for the update list 1 (backward update list) for picture i. The picture index i is related to the low-pass size before the l-th decomposition stage is performed. The picture index 0 corresponds to the low-pass frame of the previous GOP, which is used as additional reference frame in the prediction steps (cp. [2]). The pictures 1, 3, 5, … are predicted from the pictures 0, 2, 4, … in the prediction steps and replaced by the corresponding high-pass pictures. Thereafter, the pictures 2, 4, 6, … are updated using the high-pass pictures 1, 3, 5, … Note, that picture 0 is never updated since it represents a picture of the previous GOP which is already encoded.

Given the variables Gl and Cl, the maximum sizes of the reference picture lists that are used in the prediction and update steps are determined as follows. For the following considerations, we assume that the default derivation process for reference picture lists as described in [1] is used. In case reference picture re-ordering is employed, the algorithm needs to be adjusted accordingly.

Prediction list 0:


nP0[i] = ( i + 1 ) >> 1

The prediction list 0 contains the pictures that are used for forward prediction, and thus its size is only limited by the “left” GOP boundary.

Prediction list 1:


if( ( i % Gl )  >  Cl )

nP1[i] = ( Gl  –  ( i % Gl )  +  1 ) >> 1


else



nP1[i] = ( Cl  –  ( i % Gl )  +  1 ) >> 1

The prediction list 1 specifies the pictures that can be used for backward prediction. In case the current frame with index i is contained in the second sub-partition of a GOP partition ( ( i % Gl )  >  Cl ), its size is limited by the “right” partition or GOP border, which is specified by Gl. Otherwise, the current frame is contained in the first sub-partition of a GOP partition, the size of prediction list 1 is limited by the corresponding sub-partition border, which is specified by Cl.

Update list 0:


w = ( i  = =  0  ?  0  :  ( ( i – 1 ) % Gl )  +  1 )


if( w > Cl )


nU0[i] = ( w – Cl ) >> 1


else



nU0[i] = w >> 1

The update list 0 specifies the set of “preceding” high-pass pictures that can be used for updating the current low-pass picture. w represents a frame index inside the current GOP partition. If w is greater than Cl, that is the current frame is located inside the second sub-partition of a GOP partition, the size of update list 0 is restricted by the corresponding sub-partition boundary. Otherwise, when the current frame is located inside the first sub-partition of a GOP partition, the size of update list 0 is restricted by the “left” partition or GOP boundary.

Update list 1:


w = ( i  = =  0  ?  0  :  ( ( i – 1 ) % Gl )  +  1 )


if( w > Cl )


nU1[i] = ( Gl – w ) >> 1


else



nU1[i] = ( i = = 0  ?  0  :  ( Cl – w + 1 ) >> 1 )

The update list 1 specifies the set of “following” high-pass pictures that can be used for updating the current low-pass picture. w represents a frame index inside the current GOP partition. If w is greater than Cl, that is the current frame is located inside the second sub-partition of a GOP partition, the size of update list 1 is restricted by the “right” partition or GOP border. Otherwise, when the current frame is located inside the first sub-partition of a GOP partition, the size of update list 1 is restricted by the corresponding sub-partition boundary. Note, that the low-pass frame with index i = 0 is never updated, since it represents the low-pass picture of the previous GOP, which is already coded and cannot be modified.

Our approach generally supports the usage of multiple reference pictures, where the used reference picture is signaled on macroblock partition basis. For clarity, the decomposition structures are generally depicted for the case that only the directly neighboring pictures are used for motion-compensated prediction/update. Figure 23 illustrates the decomposition structure for a group of 16 pictures and a delay of 4 frames for the case that up to two reference pictures can be used for motion-compensated prediction/update.
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Figure 23: Illustration of the GOP partitioning for a group of 16 pictures, a structural encoding-decoding delay of 4 frames at the highest temporal resolution, and the case that up to two neighboring pictures can be used as reference pictures.

In Figure 24 to Figure 28 the decomposition structures with delays of 0, 1, 2, 4, and 9 frames are illustrated that have been used for the experiment (cp. Table 1).

Table 1: Delay in frames as function of the frame rate and the delay in milliseconds

	maximum

delay
	frame rate

	
	7.5 Hz
	15 Hz
	30 Hz
	60 Hz

	0 ms
	0
	0
	0
	0

	35 ms
	0
	0
	1
	2

	70 ms
	0
	1
	2
	4

	150 ms
	1
	2
	4
	9


Note, that

· the decomposition structure from level 1 to N for 9 frames delay is identical to the decomposition structure from level 0 to N-1 for 4 frames delay

· the decomposition structure from level 1 to N for 4 frames delay is identical to the decomposition structure from level 0 to N-1 for 2 frames delay

· the decomposition structure from level 1 to N for 2 frames delay is identical to the decomposition structure from level 0 to N-1 for 1 frame delay

· the decomposition structure from level 1 to N for 1 frames delay is identical to the decomposition structure from level 0 to N-1 for 0 frames delay
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Figure 24: Decomposition structure with a structural delay of 0 frames (for a group of 16 pictures and the case that only neighboring pictures are used for motion-compensated prediction/update).

[image: image26.emf]0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

H H H H H H H H

L L L L L L L L L

H H H H

L L L L L

H H

L L L

H

L L

prediction

prediction

prediction

prediction

GOP border

Structural delayof 1 frame

update

coding order

1 0 3 2 5 4 7 6 9 8 11 10 13 12 15 14

GOP border


Figure 25: Decomposition structure with a structural delay of 1 frame (for a group of 16 pictures and the case that only neighboring pictures are used for motion-compensated prediction/update).
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Figure 26: Decomposition structure with a structural delay of 2 frames (for a group of 16 pictures and the case that only neighboring pictures are used for motion-compensated prediction/update).
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Figure 27: Decomposition structure with a structural delay of 4 frames (for a group of 16 pictures and the case that only neighboring pictures are used for motion-compensated prediction/update).
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Figure 28: Decomposition structure with a structural delay of 9 frames (for a group of 16 pictures and the case that only neighboring pictures are used for motion-compensated prediction/update).

4.2 Implementation Issues

The low-delay mode was implemented into the current HHI software by restricting the reference picture lists that are used in the prediction and update steps. With the described restriction the structural delay can be arbitrarily adjusted.

The only software part that has been modified is the restriction process for the reference picture index lists. We did neither change the basic structure of the software nor the output order of NAL units. Thus, although the described decomposition structures allow the requested low-delay modes, the encoding and decoding process of the current software implementation are not capable of supporting delays less than 2N-1 pictures with N being the number of decomposition stages for the highest temporal resolution. For a real low-delay implementation, the basic software structure and the output order of the NAL units need to be changed. This, however, is an implementation issue that goes beyond the scope of this contribution.

4.3 Experimental Results

In Figure 31-Figure 36, the coding efficiency of our approach for maximum delays of 0, 35, 70, and 150ms is compared to the coding efficiency of the same approach without any delay restrictions. For these experiments, the test sequences and coding conditions as specified in the SVC Core Experiment description [4] have been used.
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Figure 29: Low-delay simulation results for the sequence “Bus”.
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Figure 30: Low-delay simulation results for the sequence “Foreman”.
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Figure 31: Low-delay simulation results for the sequence “Football”.
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Figure 32: Low-delay simulation results for the sequence “Mobile”.
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Figure 33: Low-delay simulation results for the sequence “City”.
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Figure 34: Low-delay simulation results for the sequence “Crew”.
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Figure 35: Low-delay simulation results for the sequence “Harbour”.
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Figure 36: Low-delay simulation results for the sequence “Soccer”.

5 Adaptive motion-compensated update

The purpose of this investigation is to find simple but efficient methods for improving the subjective quality as well as the coding efficiency by controlling the temporal update steps.  In image regions, for which the motion-compensated prediction step fails and thus prediction errors with high signal energy are produced, the update step generally leads to strong visual “ghosting” artifacts.  We propose a simple method for reducing these artifacts.

5.1 Description

Let s[x, k] be a video signal with the spatial coordinate x = (x, y)T and the temporal coordinate k. The decomposition of an input signal s[x, k] into a low-pass signal l[x, k] and a high-pass signal h[x, k] both at half the temporal resolution of the input signal is generally given by
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The reconstruction of the input signal is obtained by applying the inverse operations in reverse order:
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The prediction and update operators for the general motion-compensated temporal filtering scheme are given by
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where m and r represent motion vectors and reference indices, respectively. The prediction and update operators for the motion-compensated filtering using the lifting representation of the Haar wavelet, which is given by w0/1 = 1 and w1/0 = 0, are equivalent to uni-directional motion-compensated prediction. For the 5/3 spline wavelet (w0 = w1 = 1/2), the prediction and update operators specify bi-directional motion-compensated prediction.

Let B represent a 4x4 luminance block. For each 4x4 luminance block B, the generation of the update picture U({h[x, k]}) is adaptively controlled by the update weights wU0 and wU1. The same update weights wU0 and wU1 are also used for the corresponding chrominance blocks of 2x2 samples. Given these update weights, the update signal u[x, k] for the corresponding luminance block B and the associated chroma blocks of U({h[x, k]}) is obtained by
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The update weights wU0 and wU1 are determined as follows. During the derivation process for update motion vectors and reference picture indices (cp. [1]), the update motion vectors mUi and reference picture indices rUi (with i being equal to 0 or 1) are determined for each 4x4 luminance block B. For each block B, all prediction motion vectors mP(i-1) are evaluated that point into this block. Those mP(i-1) are selected that use the maximum number of samples Ni as a reference out of the block B and the corresponding update motion vectors are given as mUi = –mP(i-1). The reference picture index rUi is specifying the picture into which motion-compensated prediction is conducted using mP(i-1). Since, the number of connected samples Ni, i.e. the number of samples that are used for motion compensated prediction using the inverse motion vector mP(i-1) = – mUi, represents an suitable measure for the reliability of the update motion vector mUi, this measure is taken into account for the determination of the update weights wUi. Note, that in case the reference picture list i is not used for the motion-compensated update, the corresponding measure Ni is set to zero.

The update weights wUi are given as
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where Ei represents an energy measure for the motion-compensated block of the corresponding high-pass signal:
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5.2 Experimental Results

In Figure 37 - Figure 44, the coding efficiency of the proposed version with the adaptive update step is compared to the version that was proposed at the Redmond meeting [2]. For these experiments, the test sequences and coding conditions as specified in the SVC Core Experiment description [4] have been used. The PSNR is measured against the original sequences. For test scenario 2, the original QCIF sequences are generated by applying the MPEG downsampling filter (using the DownConvert tool that was provided together with the Fraunhofer HHI software); for all other sequences, the originals from the Hannover ftp-site are used. The simulation results are summarized in the accompanying Excel document.

As can be seen, the coding efficiency of the proposed version is similar or better than that of our previous proposal [2]. A subjective evaluation showed that annoying ghosting artifacts are removed, especially for the sequences “Football” and “Crew”.
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Figure 37 Simulation results for the scenario 2 sequence “BUS”.
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Figure 38 Simulation results for the scenario 2 sequence “FOREMAN”.
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Figure 39 Simulation results for the scenario 2 sequence “Football”.
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Figure 40 Simulation results for the scenario 2 sequence “MOBILE”.
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Figure 41 Simulation results for the scenario 1 sequence “CITY”.
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Figure 42 Simulation results for the scenario 1 sequence “CREW”.
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Figure 43 Simulation results for the scenario 1 sequence “HARBOUR”.
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Figure 44 Simulation results for the scenario 1 sequence “SOCCER”.

6 Fine granular SNR scalability and flexible combined scalability

6.1 Fine granular SNR scalability

We have extended the Fraunhofer HHI approach that was presented in VCEG-V04 [1] and VCEG-W06 [2] by a fine granular SNR scalability feature. In that scheme, the low- and high-pass pictures for each spatial resolution are generally represented by one or more layers:

· A non-scalable base layer representation, which generally includes the motion data for the corresponding picture as well as an base layer representation of the intra and residual data, and

· zero or more quality scalable enhancement layer representations, which represent the residue between the original subband picture obtained after the MCTF of the corresponding spatial layer and their reconstructed base layer representation (or the subordinate enhancement layer representation).

Usually the base layer packet corresponds to a minimally acceptable reconstruction quality and this basic quality can be improved in a fine granular way by truncating the enhancement layer NAL units (packets) at any arbitrary point. Each enhancement layer packet contains a refinement signal that corresponds to a bisection of the quantization step size. In contrast to the SNR scalability scheme that was proposed in the original Fraunhofer HHI contribution [1]

 REF _Ref85520560 \r \h 
[2], the refinement signals for the low- and high-pass pictures are directly coded in the transform coefficient domain. Thus, at the decoder side, the inverse transform has to be performed only once for each transform block of a subband picture.

In order to provide SNR enhancement layer NAL units that can be truncated at any arbitrary point, the coding order of the transform coefficient levels has been modified. For transmitting the refinement representations of the transform coefficients, we re-use the CABAC contexts that are specified in H.264. Only 6 additional contexts are added.

For each refinement representation of a subband picture, which corresponds to a bisection of the quantization step size and is transmitted in a separate NAL unit, the coding process for the transform coefficient refinement levels is divided into 3 scans:

In the first scan, the refinement levels of all transform coefficients with the following properties are coded:

· The transform coefficient levels that have been coded in the base layer representation and all subordinate enhancement layer representations are equal to zero. Such transform coefficients are also referred to as non-significant transform coefficients in the following.

· The transform coefficient is located inside a transform block that at least includes one transform coefficient, for which a transform coefficient level not equal to zero has been transmitted in the base layer representation or any subordinate enhancement layer representation. Those transform coefficient blocks are also referred to as significant transform coefficient blocks in the following.

In the second scan, the refinement levels of all transform coefficients with the following properties are coded:

· A transform coefficient level not equal to zero has been coded in the base layer or any previous enhancement layer representation. Such transform coefficients are also referred to as significant transform coefficients in the following.

Finally, in the third scan, all remaining refinement levels are coded. The corresponding transform coefficients have the following properties:

· The transform coefficient levels that have been coded in the base layer representation and all subordinate enhancement layer representations are equal to zero (non-significant transform coefficient).

· The transform coefficient is located inside a transform block that does not include any transform coefficient, for which a transform coefficient level not equal to zero has been transmitted in the base layer representation or any subordinate enhancement layer representation. Those transform coefficient blocks are also referred to as non-significant transform coefficient blocks.

In each scan the corresponding transform coefficient are transmitted in the order that is specified by the following pseudo-code:

for( scan_index = 0; scan_index < 16; scan_index++ )

{

  //===== luma coefficients =====

  for( block_y = 0; block_y < 4*frame_height_in_mb; block_y++ )

  for( block_x = 0; block_x < 4*frame_width_in_mb;  block_x++ )

  {

    if( transform_size( MB[ block_y /4, block_x /4 ] )  = =  8x8 )

    {

      b8x8_y  = block_y / 2

      b8x8_x  = block_x / 2

      scan8x8 = 4 * scan_index + 2 * ( block_y % 2 ) + ( block_x % 2 )

      encode_8x8luma_coefficient( b8x8_y, b8x8_x, scan8x8 )

    }

    else

    {

      encode_4x4luma_coefficient( block_y, block_x, scan_index )

    }

  }

  if( scan_index  = =  0 )

  {

    //===== chroma DC coefficients =====

    for( DC_index  = 0; DC_index  < 4; DC_index ++ )

    for( component = 0; component < 2; component++ )

    for( mb_y = 0; mb_y < frame_height_in_mb; mb_y++ )

    for( mb_x = 0; mb_x < frame_width_in_mb;  mb_x++ )

    {

      encode_chromaDC_coefficient( component, mb_y, mb_x, DC_index )

    }

  }

  else

  {

    //===== chroma AC coefficients =====

    for( component = 0; component < 2; component++ )

    for( block_y = 0; block_y < 2*frame_height_in_mb; block_y++ )

    for( block_x = 0; block_x < 2*frame_width_in_mb;  block_x++ )

    {

      encode_chromaAC_coefficient( component, block_y, block_x,

                                   scan_index )

    }

  }

}

The variables frame_width_in_mb and frame_height_in_mb specify the frame width and height in macroblock units, respectively. The function transform_size(MB[y,x]) returns the transform size (8x8 or 4x4) of the macroblock at the macroblock location (x, y). The highest-level index specifies the frequency band of transform coefficients. In each scan, the frequency bands are transmitted in a global zig-zag scan order from low to high frequency bands using the zig-zag scan that is specified in H.264 for the scanning of transform coefficient levels inside a 4x4 transform block. Note, that the transform coefficients of 8x8 transform blocks are mapped onto four neighboring 4x4 blocks. Within a frequency band, first all corresponding luma coefficient levels are transmitted in raster scan order, thereafter the corresponding chroma coefficient levels are coded.

The transmitted syntax elements for each transform coefficient level depend on the current scan. In the first and third scan, in which transform coefficient levels for non-significant transform coefficients (see above) are transmitted, for each transform coefficient, the following syntax elements (cp. [3]) are coded in the specified order:

· significant_coeff_flag: This syntax element specifies whether a transmitted transform coefficient level is equal to zero. If this flag is equal to zero, the transform coefficient level is equal to zero and no further syntax elements are transmitted for the transform coefficient level. In H.264, the syntax element significant_coeff_flag is never transmitted for the last transform coefficient (in scanning order) inside a block. For the FGS enhancement layer packets, this syntax element is always transmitted (if no previously coded syntax elements indicate that the transform coefficient level is equal to zero). Therefore, we added 4 additional CABAC contexts, one for the last scanning position of each used block category (cp. [3]).

· last_significant_coeff_flag: This syntax element is only transmitted when the flag significant_coeff_flag is equal to 1. It indicates whether the current transform coefficient level represents the last significant transform coefficient level in scanning order inside a transform block. If this flag is equal to 1, no further information is transmitted for all remaining transform coefficient levels of a transform block. That is, the corresponding transform coefficient levels are excluded from the first and third scan (coding of non-significant transform coefficient refinements).

· coeff_sign_flag: This syntax element is only transmitted when the flag significant_coeff_flag is equal to 1. It specifies the sign of the transform coefficient level.

· coeff_abs_level_minus1: This syntax element is only transmitted when the flag significant_coeff_flag is equal to 1. It specifies the absolute value minus 1 of the transform coefficient level.

In addition to the syntax elements specified above, several macroblock-based syntax elements can be transmitted just before the flag significant_coeff_flag. These syntax elements including semantics and the conditions on that they are transmitted are summarized in Table 2. Note, that all transform coefficient levels that are signaled to be equal to zero by a bit of the coded_block_pattern or by the coded_block_flag are excluded from the first and third scan of the enhancement layer coding process. This also includes the current transform coefficient level. Thus, if for example a bit equal to zero of the syntax element coded_block_pattern is coded, no further syntax elements are transmitted for the current transform coefficient level.

Table 2: Macroblock-based syntax elements for encoding the first and third scan of an FGS enhancement layer

	syntax element
	transmitted when …
	Semantics (cp. H.264 [3])

	1st bit of coded_block_pattern
	the current transform coefficient is the first non-significant transform coefficient inside the first 8x8 luma block of a macroblock
	If this bit is equal to zero, it indicates that the transform coefficient levels for all non-significant transform coefficients inside the first 8x8 luma block of a macroblock are equal to zero. Thus, these transform coefficients are excluded from the first or third scan.

	2nd bit of coded_block_pattern
	the current transform coefficient is the first non-significant transform coefficient inside the second 8x8 luma block of a macroblock
	If this bit is equal to zero, it indicates that the transform coefficient levels for all non-significant transform coefficients inside the second 8x8 luma block of a macroblock are equal to zero. Thus, these transform coefficients are excluded from the first or third scan.

	3rd bit of coded_block_pattern
	the current transform coefficient is the first non-significant transform coefficient inside the third 8x8 luma block of a macroblock
	If this bit is equal to zero, it indicates that the transform coefficient levels for all non-significant transform coefficients inside the third 8x8 luma block of a macroblock are equal to zero. Thus, these transform coefficients are excluded from the first or third scan.

	4th bit of coded_block_pattern
	the current transform coefficient is the first non-significant transform coefficient inside the fourth 8x8 luma block of a macroblock
	If this bit is equal to zero, it indicates that the transform coefficient levels for all non-significant transform coefficients inside the fourth 8x8 luma block of a macroblock are equal to zero. Thus, these transform coefficients are excluded from the first or third scan.

	5th bit of coded_block_pattern
	the current transform coefficient is the first non-significant chroma coefficient inside the macroblock
	If this bit is equal to zero, it indicates that the transform coefficient levels for all non-significant chroma transform coefficients inside the macroblock are equal to zero. Thus, these transform coefficients are excluded from the first or third scan.

	6th bit of coded_block_pattern
	the current transform coefficient is the first non-significant chroma AC coefficient and the already coded 5th bit of the syntax element coded_block_pattern is equal to 1
	If this bit is equal to zero, it indicates that the transform coefficient levels for all non-significant chroma AC transform coefficients inside the macroblock are equal to zero. Thus, these transform coefficients are excluded from the first or third scan.

	coded_block_flag
	the current transform coefficient is the first non-significant transform coefficient of an 4x4 transform block or a 2x2 chroma DC transform block
	If this bit is equal to zero, it indicates that the transform coefficient levels for all non-significant transform coefficients inside the current transform block are equal to zero. Thus, these transform coefficients are excluded from the first or third scan.

	mb_qp_delta
	for the current transform coefficient a bit not equal to zero of the syntax element coded_block_pattern is transmitted, all previously transmitted bits of the syntax element coded_block_pattern are equal to zero, and all bits of the syntax elements coded_block_pattern that have been coded for the base layer representation or previous enhancement layer representations are equal to zero.
	This syntax element specifies the quantization parameter for the current macroblock. The quantization parameter is computed as specified in H.264.

	transform_size_8x8_flag
	the syntax element transform_8x8_mode_flag is equal to 1, for the current transform coefficient a bit not equal to zero of the syntax element coded_block_pattern is transmitted, all previously transmitted bits of the syntax element coded_block_pattern are equal to zero, and all bits of the syntax elements coded_block_pattern that have been coded for the base layer representation or previous enhancement layer representations are equal to zero.
	This syntax element specifies the transform size (4x4 or 8x8) for the luminance signal of the current macroblock.


In the second scan of an enhancement layer representation, in which transform coefficient levels for significant transform coefficients (coefficients for which non-zero levels have been coded in the base layer or any subordinate enhancement layer representation) are transmitted, for each transform coefficient, the following syntax elements are transmitted in the specified order:

· coeff_refinement_flag: This syntax element indicates whether the transform coefficient refinement level is equal to zero. If the syntax element is equal to zero, no further information is transmitted for the current transform coefficient. For the encoding of this syntax element an additional CABAC context has been added.

· coeff_refinement_direction_flag: This syntax element specifies the sign of the transform coefficient refinement level. If this syntax element is equal 1, the sign of the transform coefficient refinement level is equal to the sign of its base layer representation (which is coded in the base layer or in a subordinate enhancement layer); otherwise, the refinement level has the opposite sign. For the encoding of this syntax element an additional CABAC context has been added.

Note, that for a transform coefficient refinement level in the second scan only the values –1, 0, and 1 are supported by the syntax.

The quantization parameters QPi for the macroblocks of the i-th enhancement layer (with i = 0 specifying the base layer), which are used in the inverse scaling process (see below) are determined as follows:

· If the macroblock does not contain any transform coefficients, for which a transform coefficient level not equal to zero has been transmitted in the base layer representation or any previous enhancement layer representation, the quantization parameter is calculated as specified in H.264 using the syntax element mb_qp_delta.

· Otherwise (the macroblock contains at least one transform coefficient, for which a transform coefficient level not equal to zero has been transmitted in the base layer or any previous enhancement layer representations), the quantization parameter is calculated as follows:

QPi = min( 0, QPi-1 – 6 )

At the decode side, the reconstruction of a transform coefficient ck at scanning position k is obtained by
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where li,k represents the transform coefficient level that has been coded in the i-th enhancement layer for the transform coefficient ck and QPi is the corresponding macroblock quantization parameter. The function InverseScaling(.) represents the inverse transform coefficient scaling process that is specified in H.264 [3].

6.2 Flexible combined scalability

The FGS concept described in sec. 6.1 is also used to enable flexible combined scalability. The general approach is depicted in Figure 45. The basic coding scheme for achieving a wide range of spatial, temporal, and SNR scalability can be classified as a layered MCTF approach. For providing temporal scalability and obtaining an efficient scalable bit-stream representation of a video sequence, the temporal dependencies between pictures are exploited by using an open-loop subband approach. The related temporal analysis-synthesis filter bank structure is generalized to facilitate an adaptive block-based choice between the motion-compensated lifting representations of the Haar filter (uni-directional prediction) and the 5/3 filter (bi- prediction), both coupled with multiple-reference frame capabilities. Furthermore, an intra mode can be chosen on a block basis to efficiently represent blocks that cannot be reasonably predicted using motion compensation.

For each spatial layer, groups of pictures are decomposed via MCTF. By using the highly efficient motion model of the H.264 standard in connection with an adaptive switching between the Haar and the 5/3 spline wavelet on a block basis, both the prediction and the update step of the MCTF approach are similar to the motion-compensated prediction of B slices as specified in the H.264 standard. For the spatial base layer an MCTF without update steps (UMCTF) is used in order to support an H.264 compliant base layer representation (see sec. 2).

The MCTF scheme inherently provides temporal scalability. In order to provide spatial scalability, a pyramid structure is employed. Although MCTF is independently applied in each spatial layer, a large degree of inter-layer prediction is incorporated. Intra macroblocks and residual macroblock representing temporal high-pass signals can be predicted using the corresponding interpolated reconstruction signals of previous spatial layers. The motion description of each MCTF layer can be used for a prediction of the motion description for following enhancement layers.

Furthermore, the open-loop structure of a temporal subband representation offers the possibility to efficiently incorporate SNR scalability. For obtaining an SNR scalable representation of a group of pictures, the FGS concept presented in sec. 6.1 is used. For each spatial layer, a base layer representation of the subband pictures, and thus of a group of pictures, is obtained by coding the low- and high-pass pictures L and H using the intra and residual coding tools of H.264 including the block-based transforms and the Context-Adaptive Binary Arithmetic Coding (CABAC). The base layer representation of the lowest spatial layer represents an H.264 compatible bit-stream.
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Figure 45: General approach for flexible combined scalability

Enhancement layer representations of the subband pictures are coded using the FGS approach. The corresponding NAL units can be truncated at any arbitrary point. For any spatio-temporal resolution, a minimum bit-rate, which represents the corresponding spatial base layer representation (including the base layer representations of the lower-resolution layers), must be transmitted; these bit-rates can be adjusted in a way that the corresponding reconstructions represent the minimally acceptable video quality. Above the minimum bit-rate for a spatio-temporal resolution, any bit-rate can be extracted by truncating the FGS NAL units of the corresponding spatio-temporal layer and all lower resolution layers in a suitable way.

6.3 Simulation results

In Figure 46 - Figure 53, the rate-distortion curves for the sequences and test points specified in the SVC Core Experiment description [4] for CE1 are depicted. The PSNR is measured against the original sequences. For test scenario 2, the original QCIF sequences are generated by applying the MPEG downsampling filter (using the DownConvert tool that was provided together with the Fraunhofer HHI software); for all other sequences, the originals from the Hannover ftp-site are used. For comparison, the diagrams also contain the rate-distortion points of the Redmond bit-streams (VCEG-W06 [2]) that only provide a fixed number of extractable spatio-temporal-rate points.
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Figure 46: Rate-distortion curves for the “City” sequence.
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Figure 47: Rate-distortion curves for the “Crew” sequence.
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Figure 48: Rate-distortion curves for the “Harbour” sequence.
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Figure 49: Rate-distortion curves for the “Soccer” sequence.
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Figure 50: Rate-distortion curves for the “Bus” sequence.
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Figure 51: Rate-distortion curves for the “Foreman” sequence.
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Figure 52: Rate-distortion curves for the “Football” sequence.
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Figure 53: Rate-distortion curves for the “Mobile” sequence.
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