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1 Results

1.1 Summary

1.1.1 Recommendations for Approval

No documents were considered under TAP approval at this meeting.
1.1.2 Recommendations proposed for Consent in accordance with Rec. A.8.

The following Recommendations were proposed by Q.6/16 for Consent by SG 16:

	Description
	Type
	Documents
	Question

	
	New/ Rev
	
	

	Draft new ITU-T Rec. T.808 (01/2005) | ISO/IEC 15444-9:2005 Amendment 3 (2008) "Information technology – JPEG 2000 image coding system: Interactivity tools, APIs and protocols: JPIP extensions to 3D data" (for Consent)
	New
	326-WP3
	6/16

	Draft new ITU-T Rec. T.808 (01/2005) | ISO/IEC 15444-9:2005 Corrigendum 2 "Information technology – JPEG 2000 image coding system: Interactivity tools, APIs and protocols: Clarifications to the metadata transfers between server and client" (for Consent)
	New
	327-WP3
	6/16

	Draft new ITU-T Rec. H.264 (11/2007) | ISO/IEC 14496-10 (2008) Corrigendum 1 "Advanced video coding for generic audiovisual services: Corrections and clarifications" (for Consent)
	New
	348-WP3
531-PLEN
	6/16

	Draft revised ITU-T Rec. H.264.1 (03/2005) "Conformance specification for H.264 advanced video coding" (for Consent)
	Rev
	347-WP3
524-PLEN
	6/16

	Draft revised ITU-T Rec. H.264.2 (03/2005) "Reference software for H.264 advanced video coding" (for Consent)
	Rev
	487-PLEN
	6/16


Note 1 – The start of the AAP Last Call for the three twin texts (H.264/Cor.1, H.264.1, and H.264.2) will be delayed to allow harmonization with the latest developments in ISO/IEC JTC 1/SC 29/WG 11.

Note 2 – A.5 justification information for draft revised H.264 (2007) Cor.1 was provided in TD 486/PLEN.

1.1.3 Other documents for Approval

No Appendices, Supplements, Implementors’ Guides or Technical Papers were proposed by Q6/16 for approval at this meeting.

The Implementors’ Guide for the H.264 Sub-series of Recommendations: H.264, H.264.1 and H.264.2 will be obsoleted by the approval of the revisions of Recommendations H.264.1 and H.264.2.
1.1.4 Question 6/16 Summary

A substantial portion of the work of Q.6/16 is also conducted jointly with ISO/IEC JTC 1/SC 29/WG 11 (MPEG) in an organization known as "the JVT" (Joint Video Team) and with ISO/IEC JTC 1/SC 29/WG 1 (JPEG/JBIG). A meeting of the JVT has been held in a co-located fashion with this meeting of SG 16. The ongoing JVT work is currently concentrated on the maintenance and development of extensions for Rec. H.264 (a Twin Text Recommendation with ISO/IEC 14496-10) including multi-view video coding (MVC) and supplemental enhancement information (SEI). The primary goals for Q.6/16 at this meeting of SG 16 were to review the progress of Q.6 and JVT work, to reach AAP Consent on those work items that have reached sufficient maturity, and to plan future work.
1.2 Question 6/16 – Visual Coding
Question 6/16 was addressed in ten sessions during the SG 16 meeting under the chairmanship of Mr Gary Sullivan (Microsoft, USA) and Mr Thomas Wiegand (Fraunhofer HHI, Germany). The group adopted the agenda in TD 312/WP3. A meeting of the Joint Video Team (JVT) of ITU-T SG 16 and ISO/IEC JTC 1/SC 29/WG 11 has also been held in a co-located fashion with this meeting of SG 16 (although the results of that meeting are not reported in detail herein as they will be reported to the next meeting).
The objectives for this meeting were:

· Progress work on revision of H.264 for multi-view / 3-D video coding.

· Maintenance and new proposals for H.26x and H.271, including in particular revision of H.264 for correction and clarification of the text, and updating maintenance revisions of the associated H.264.1 conformance and H.264.2 reference software Recommendations.

· Consideration of potential needs for additional scalable video coding extensions of H.264.

· Development of supplemental enhancement information for carriage with coded video bitstreams.

· Proposals and organizational work toward eventual development of an "H.265".

· Collection of non-normative content to aid in the study and implementation of H.264.

· Study and coordination relating to use of video coding in systems, including in particular the study of bitstream splicing issues for H.264.

· Progress work on still image coding, including Rec. T.808/Amd.3 and Rec. T.808/Cor.2.

1.2.1 Documentation

The following documents were examined:

· Contributions: COM16-C334, C397, C402, C403, C404, C405, C409, C410, C424, C425, C433, C437, C438, C461, C462, C463, C464, C465
· TD/Plen: 450
· TD/Gen: 396, 404, 410, 446, 447, 450, 451, 453, 461, 466, 474, 528
· TD/WP3: 312, 317, 318, 319, 326, 327, 337
1.2.2 Report of Interim Activities
Since the last SG 16 plenary meeting, Question 6/16 (also known as the Visual Coding Experts Group - VCEG) held Rapporteur and Joint Video Team (JVT) meetings (jointly with ISO/IEC JTC 1/SC 29/WG 1) in October 2007 and January 2008. A JVT meeting was also held in parallel with last SG 16 plenary meeting in June/July 2007.  The reports of these Rapporteur and JVT meetings (TD 317/WP3, TD 318/WP3 and TD 319/WP3) were approved at the WP 3/16 opening plenary held on 22 April 2008.

The work also progressed by correspondence using the Q.6/16 email reflector (vceg-experts@yahoogroups.com) and JVT email reflector (jvt-experts@lists.rwth-aachen.de). Documentation is found in the SG 16 IFA for Q6/16 at: http://ties.itu.int/u/tsg16/sg16/xchange/wp3/q06, the VCEG archive site http://ftp3.itu.int/av-arch/video-site/, and the JVT archive site http://ftp3.itu.int/av-arch/jvt-site.
1.2.3 Discussions

1.2.3.1 Incoming Liaison Statements

· TD 474/GEN (Chairman, ITU-T FG IPTV) LS on termination of FG IPTV mandate and beginning of the IPTV-GSI

· TD 466/GEN (ITU-T SG 9) LS on Compressed Bitstream Splicing Requirements for Digital Program Insertion

· TD 461/GEN (ISO/IEC JTC 1/SC 29/WG 1) LS on new project ISO/IEC 29199 JPEG digital imaging systems integration

· TD 453/GEN (ITU-T SG 9) LS on revised Questions 1/9 and 5/9

· TD 451/GEN (ITU-T SG 9) Reply LS on J.161 revision 1 video codecs and free-viewpoint television requirements (COM 16-LS 235)
· TD 450/GEN (Chairman ITU-T SG 16 (on behalf of 3GPP TSGS SA)) LS on Codecs and Common IMS

· TD 447/GEN (ISO/IEC JTC 1/SC 29/WG 11) LS on possibilities to augment video by metadata

· TD 446/GEN (Chairman ITU-T SG 16 (on behalf of DVB TM Ad Hoc)) LS on scalable video coding

· TD 410/GEN (ISO/IEC JTC1/SC29/WG1) LS on JPEG digital imaging systems integration - JPEG Systems and JPEG XR

· TD 404/GEN (Chairman, ITU-T FG-IPTV) Reply LS on video coding technology selection and testing (COM 16-LS 233)

1.2.3.2 TD 337/WP3 status of recent work on video coding efficiency enhancements

The status of recent work on video coding efficiency enhancements was reviewed as reported in TD 337/WP3. That report was prepared by the Q.6/16 Coding Efficiency Ad hoc activity coordinators T.K. Tan (NTT DoCoMo, Japan - tktan.p@rd.nttdocomo.co.jp) and Thomas Wedi (Panasonic, Germany - Thomas.Wedi@eu.panasonic.com ).
The planned key technical area (KTA) software integration work was successfully completed by Nokia and Qualcomm.

A new release of the KTA software was announced by the software coordinator (Karsten Suehring of Fraunhofer HHI) on 14 March 2008 and is available at http://iphome.hhi.de/suehring/tml/download/KTA/jm11.0kta1.8.zip

The software contains recent additions of the following features with cited VCEG Rapporteur group documents as follows:

· 16 bit implementation for directional AIF (VCEG-AH18)

· mode-dependent directional transform (MDDT) based on the subset of VCEG-AH20:

· Mode-dependent separable transforms (8x8 and 4x4)

· Adaptive mode dependent scanning order

· RDO based Quantization (VCEG-AH21)

The joint model (JM) reference software basis revision level was reported to be at 13.2 (with a new version being released during this meeting, although the KTA software is based on version 11 – updating is desired. Modularization of the software for KTA efforts is needed to prevent version drift.

TD 337/WP3 contained important remarks regarding the state and future needs for the software and overall KTA effort.

The contributions related to coding efficiency that had been registered for this meeting were noted and categorized as follows.

Spatial Prediction:

· COM16-C397 [Huawei Technologies]
Improving Intra DC prediction

Temporal Prediction:

· COM16-C463 [Qualcomm]
Switched Interpolation Filter with Offset

· COM16-C464 [Qualcomm]
Enhanced Adaptive Interpolation Filter

Transform Coding:

· None

Quantization:

· COM16-C462 [Qualcomm]
Rate Distortion Optimized Quantization

Entropy Coding:

· COM16-C433 [Korea (Republic of)]
Adaptive intra mode bit skip in intra coding

· COM16-C461 [Huawei Technologies]
Adaptive Syntax Element Mapping (ASEM)

Post / Loop Filter:

· COM16-C402 [Toshiba]
Adaptive Loop Filter for Improving Coding Efficiency

· COM16-C437 [Intel]
Adaptive (Wiener) Filter for Video Compression

Information / Common Conditions:

· COM16-C404 [Sharp]
On the calculation of PSNR and bit-rate differences for the SVT test data

Various aspects of these contributions were tabulated as follows.

	
	Category
	Past Related Contribution
	Common Conditions Used
	Platform used
	IPR statement in contrib.

	COM16-C397  
	Intra Coding
	VCEG-AH12
	VCEG-AE10r1

High Profile Intra only
	JM11.0_KTA1.5


	Yes

	COM16-C462
	Encoder RDOpt for Quantization
	VCEG-AH21
	VCEG-AE10r1

High Profile IBBP only
	JM11.0_KTA 1.8
	Yes

	COM16-C402
	Loop Filter
	
	VCEG-AE10r1


	JM11.0_KTA1.5
	Yes

	COM16-C437
	Wiener Filter 
	
	VCEG-AE10r1

High Profile IPPP

CC + QPI=17

720p only
	JM11.0_KTA 1.8
	Yes

	COM16-C463
	Interpolation Filter
	
	VCEG-AE10r1

High Profile IPPP only
	JM11.0_KTA1.6
	Yes

	COM16-C464
	Interpolation Filter
	
	VCEG-AE10r1

High Profile IPPP only
	JM11.0_KTA1.6
	Yes

	COM16-C433
	Intra Mode Skip
	
	VCEG-AH10?

Baseline Profile Intra only
	JM11.0_KTA 1.8
	Yes

	COM16-C461
	CAVLC
	
	VCEG-AE10r1 Baseline Profile IPPP
	?
	Yes


The JM13.1 reference data using the common conditions was completed and distributed on the VCEG reflector along with the revised configuration files.  It was recommended that the prior common conditions document VCEG-AH10 be updated to this version (VCEG-AH10r3), and this was agreed by the group.
VCEG-AE10 has JM 11 config files while VCEG-AH10 has config files for newer versions (as noted in VCEG-AH10).

Additionally, TD 337/WP3 outlined the contributions to this meeting on the subject of complexity analysis and complexity minimization as follows.
· COM16-C409 [Tandberg] A coding efficiency-computational complexity analysis of KTA 1.8 coding tools

· COM16-C334 [TI] Parallel CABAC

· COM16-C405 [Sharp] Entropy slices for parallel entropy decoding

· COM16-C403 [Toshiba] Encoding Complexity Reduction of AQMS

· COM16-C424 [LM Ericsson] Separable Adaptive Interpolation Filter Model

· COM16-C425 [LM Ericsson] Directional Adaptive Interpolation Filter Models

· COM16-C438 [Nokia] Complexity Analysis: Directional Adaptive Interpolation Filters vs. H.264 Interpolation

· COM16-C465 [MII China] Combined Adaptive-fixed interpolation with multi-directional filters

1.2.3.3 COM16-C410 providing a key technical area (KTA) software manual

Since the Busan meeting of July 2005, VCEG has developed KTA (Key Technical Area) software to gather coding efficiency tools and retain progress made through contributions to the group.

This contribution proposed a software manual for the KTA software version 1.8, providing information such as a short description, contact information, configuration of the encoder, compatibility and restrictions, and anchor results in order to ease the assessment of the tools and their combinations.
The features supported in the software were described in the contribution.  Some discussion was held regarding the general state of the software and the associated manual.

The group appreciated having this improved manual for the software.
1.2.3.4 COM16-C409 on coding efficiency and computational complexity analysis of KTA tools
A coding efficiency-computational complexity analysis of the VCEG KTA 1.8 coding tools was presented in COM16-C409.  This work focused exclusively on time complexity which was measured as the execution time difference between a reference codebase and a codebase containing a coding tool under investigation.  The Bjøntegaard delta rate (BD-Rate) metric was used for coding efficiency and the combination of time complexity and BD-Rate were presented in efficiency-complexity graph form.  The results reportedly demonstrated remarkable consistency across three different platforms. A seemingly simple relationship between time measurements on the different platforms suggests the possibility of individual contributors being able to make time measurements on their own equipment instead of relying on a “golden” platform on which all time complexity measurements would need to be collected.  In addition, despite the fact that the results are very preliminary, some of the coding tools demonstrated good efficiency-complexity trade-offs, especially on the decoder side and in particular for the HD sequences.
Complexity was measured by software run time (not memory bandwidth).  An IPPP coding structure was used. Question: Any idea of impact of IBBP? The contributor indicated that he did not know.

Due to substantial improvements to the Joint Model (JM) reference software, it is now much faster than the KTA decoder – which was based on an older codebase.

Some tools have no effect on the decoder but substantially increase encoder complexity.

Observations reported by the contributor included the following:
· Many parts of the software are reportedly poorly optimized

· Some tools may "contaminate each other" – providing non-additive degrees of benefit when used together
· The rate-distortion optimized quantization (RDOQ) implementation seems to actually speed up encoding (but may have penalized chroma performance)

Deeper diligence and perhaps other complexity measures are needed before conclusions can really be reached confidently.

The MDDT tool should affect coding efficiency more if intra-only coding was performed.

It was remarked that adaptive interpolation filtering (AIF) techniques #1 (non-separable) and #2 (separable) involve substantial decoder memory cycle usage.  A comment was made that motion compensation (MC) interpolation was one of the worst parts of the software in terms of optimization.

It was remarked that although some poor measurements may be due only to lack of software optimization, if some tool exhibits a bad tradeoff for some amount of time and no one devotes the attention to fix it, this is likely to be an indication that the tool may not be worth deep study.

The computer platform reportedly seems to have little effect on the metrics.

A suggestion was made to try to replace malloc() with a cache-based memory allocation system, with measurement of how the memory is used.

It was remarked that we should consider worst-case behavior as well as average behavior.

It was remarked that the 1/8-pel MC feature seems to have little benefit and was suggested not to consider that to be a KTA topic henceforth. This was agreed.  It was further agreed that we plan to continue monitoring complexity and continue working to simplify or stop evaluation work for tools that do not show a reasonable trade-off.

1.2.3.5 COM16-C404 on calculation of PSNR and bit rate differences

COM16-C404 reported unexpected results for the BD-Rate metric when evaluating the ultra high definition sequences from SVT.  The behaviour reportedly appears due the polynomial curve fitting and the high frequency noise in the sequences.  As this metric is widely used by Question 6/16, the phenomenon is worth discussion and consideration.  An alternative method for calculating the average rate difference was also described.
This contribution reports on strange results that can sometimes occur with our current BD measurement techniques.  Further study is encouraged.

It was remarked that it is desirable to plot performance logarithmically on the bit rate scale.  For sequences that are far from a straight line on such a plot, the BD-Rate scheme breaks down.

1.2.3.6 COM16-C397 on improving intra DC prediction

This document presented an intra coding scheme based on improving DC prediction, with using the neighbour blocks' prediction mode and reference samples to perform the prediction. An implementation was carried out on 4x4 and 8x8 block and it reportedly resulted in 3.75% and 1.77% bit rate reductions in 4x4 only and 4x4 & 8x8 transform operation, respectively.
The contribution focused on the DC prediction mode for 4x4 and 8x8 intra prediction.
A look-up table (LUT) with index dimension 9x9x10x9=(upper-left)x(upper)x(up-right)x(left)=7290 was used.  The reason that one of the dimensions was 10 is that the up-right neighbor block has ten values (each of 9 possible intra prediction modes plus "not available"). The design also changed the numbering of prediction modes.  The result of the LUT operation was used to determine a linear weighting combination of 4 constituent average values for use as the DC prediction.

Roughly a 1.5% average bit rate savings was reported in all-intra coding.

Software to implement the scheme was not available to members for testing the scheme.  It was suggested to make it available for study by the group. Some participants also requested further clarity of the exact technique.

It was suggested to try to reduce table sizes – there is a significant complexity impact, and the reported benefit thus far seems limited.
1.2.3.7 COM16-C433 on adaptive intra mode bit skip usage in intra coding

To reduce spatial redundancies in intra coding, the Intra4x4 prediction mode provides nine directional prediction modes for every 4x4 block. In this contribution, an adaptive intra mode bit skip method was proposed to improve coding efficiency in intra coding. Experimental results reportedly showed an average bit-rate reduction of 2.29% was achieved relative to the Baseline profile.
With a focus on the Baseline profile, testing of the new coding scheme was reported relative to that design (e.g. no 8x8 transforms and no CABAC entropy coding).

The contribution proposed to test the values of the samples in the causal neighborhood around a macroblock to be decoded.  If they are all essentially the same, the prediction mode information would not be sent and the DC prediction mode would be used. Some other reordering of syntax elements was proposed.

It was suggested that 8x8 transforms should perhaps always be included in common conditions for coding efficiency work.  It was also discussed whether CABAC should always be included, in consideration of its good coding efficiency.  It was also suggested that perhaps IPPP coding should be changed to a low-delay IBBB configuration.

It was remarked that the proposed scheme introduces a dependency of the parsing process on the values of the decoded samples (e.g. in neighbors that may be inter-picture predicted). This has error/loss resilience issues and parsing/transcoding process complexity issues.  In the past we have always avoided adopting things that behave that way.  One suggestion was to constrain the technique to intra slices only.  Perhaps we could allow such dependencies if the coding efficiency benefit is substantial.

The results in contribution document were indicated to be not fully up to date with the current knowledge state of the contributor.  The reported benefit overall under common conditions was approximately 2.5%.  A substantial encoding time savings was reported due to the encoder not needing to perform search operations when the mode information would not be present to indicate what mode would be selected.

At low bit rates (QP = 34, 37, 40, 43), an average 6% benefit was reported with a substantial encoding time savings (the encoding time savings increases with QP). It was remarked that the encoding time savings could be accomplished without changing syntax (at some loss of coding efficiency).

Further study was encouraged.

1.2.3.8 COM16-C463 on switched motion interpolation filter with offset

Contribution COM16-C463 proposed to provide a capability of switching between fixed motion interpolation filters and sending DC offset on the fractional sample position level. It was asserted to address similar functionality as adaptive interpolation filtering (AIF), with an asserted advantage of flexible encoder design allowing to trade performance for lower encoding complexity. Compared to H.264/AVC, the proposed scheme was reported to provide about a 10% bit rate reduction for HD sequences and 5.26% gain for all sequences.

The sources of complexity in adaptive interpolation filtering (AIF) as previously studied in VCEG work were discussed in the contribution.  The AIF scheme uses two-pass encoding.  Avoiding the second ME pass (or seeding it with the results of the first pass) can save some complexity, reportedly often with a minor impact on coding efficiency.

The equation for finding the filter tap values reportedly involves substantial complexity.

The contributor noted that H.264/AVC MC interpolation involves intermediate rounding for 1/4 sample positions, always with upward-biased rounding.  There is a DC effect of this rounding offset with some conceptual overlap relative to weighted prediction.

The contributor reported to have tried postponing the rounding to the final stage and applying rounding control as in H.263+, and improving the offset estimate in weighted prediction.

About the same amount of improvement was reportedly obtained with these small changes to the H.264/AVC motion handling as with AIF.

The contributor reported also having tried a position-dependent offset, resulting in more asserted improvement than AIF relative to the current H.264/AVC motion compensation method.
It was remarked in discussions that separable AIF may show gain if the intermediate rounding step is removed.

It was remarked that non-normative aspects, or relatively minor modifications, can appear to capture the benefits we could get by AIF (a much more complex technique).

An analogy was drawn in the discussions also to higher bit depth processing – e.g. the concept known as internal bit depth increase (IBDI).
Software was made available as part of contribution.

It was remarked that the JVT contribution JVT-AA039 is relevant – it reportedly also shows a rounding offset effect and included a description of encoding an inverted sequence and obtaining a 9% benefit (for the ShuttleStart test video sequence).

It was suggested to adopt two features into the KTA software now:

· Rounding as the final operation of the MC interpolation process without performing intermediate rounding, and
· An improved weighted prediction offset calculation (an encoder-only modification).
This suggestion was agreed by the group.

Further study of the issues raised by this contribution was encouraged. See also the notes in the section below discussing COM16-C464.
1.2.3.9 COM16-C464 on adaptive interpolation filter for motion compensation

Adaptive interpolation filtering (AIF) is an existing KTA coding tool that was asserted to deliver high coding gain, especially for HD sequences. In this document, modified AIF was presented. This scheme was reported to enhance the existing AIF scheme by adding a filter offset to each fractional sample position filter and to also add an integer-sample position filter. Simulation results were reported under the VCEG common testing conditions. When compared to H.264/AVC, the described scheme was reported to provide about a 12% bit rate reduction on average for HD sequences and a 7% gain on average over the set test sequences.

The contributor suggested to

1) add an offset to the filtered result

2) enable filtering for full-pel positions (which increases complexity somewhat)

3) change which samples are filtered (relative to a Nokia proposal)

4) make horizontal and vertical filtering different

Roughly a 3% additional improvement relative to what is known as directional AIF was reported, with roughly similar complexity except for the integer sample position filtering.

Regarding this contribution and COM16-C463, at this point we seem inclined to pursue a simpler solution than AIF as we have been investigating it in the past – something more along the lines of COM16-C463 rather than the prior design.  We plan to study the issue for one more meeting cycle, consider any further input on analysis of AIF complexity and capability, and make a decision on this issue at the next meeting.
1.2.3.10 COM16-C462 on rate-distortion optimized quantization

This contribution provided a description of the RDOQ method presented in a prior VCEG contribution.  Also, the technique was extended to include support for CAVLC.  Results were reported to be within 0.2% of full trellis optimization. Note that this technique is an encoder-only modification that does not require any change to the normatively standardized technology.
An average 6.7% benefit was reported relative to JVT-N011 (using longer test sequences than prescribed in the common conditions but otherwise generally following VCEG common test conditions). The quantization scheme reportedly provides a 4.3% benefit, and optimized QP choice provides 3.5% – and when used together they are not quite additive with a net 6.7% benefit.

RDOQ has also been implemented in the joint model (JM) reference software context by Dolby – and now Dolby and Qualcomm are working together to implement this in the current version of the JM. The results are not quite the same as in the JM 11 context.

This feature fared very well in the complexity analysis reported in COM16-C409.
The degree of potential compatibility of RDOQ with the implementation of other tools in the VCEG KTA software was discussed.  It is not currently compatible with directional transform (there is a plan to for Qualcomm to work on that) or with AQMS (there is no plan to fix that).  Work will be done to ensure that it is compatible with the other schemes except AQMS.

Proponents for other proposals are encouraged to test both with and without RDOQ and to work with Dolby and Qualcomm to ensure that the other techniques are properly integrated with RDOQ. We anticipate that RDOQ will become part of the common conditions when its implementation becomes stable.

It was remarked that at this point there seems to be no indication that AQMS is a useful feature anymore.  Further investigation may change that impression. Subjective quality effects should be checked in particular.

It was remarked that coding performance is reportedly sensitive to the encoding rate-distortion weighting parameter Lambda.  Lambda was adjusted for Intra to make the multiplier 0.57 rather than 0.85 (the value typically used in the JM context) in these tests.

It was remarked that it was sometimes possible to get a 10% benefit by just changing Lambda.

It was remarked that the JSVM multiplier is 0.68 rather than 0.85 and that this value may work better than 0.85.  The selection of the value for this constant was discussed and it was remarked that the best value to use is a function of the residual coding rate-distortion relationship.  Different bit rates or different coding conditions reportedly make the relationship different.
This contribution was welcomed, and integration of the feature (with CAVLC support) in the KTA (and JM) was encouraged.

1.2.3.11 COM16-C461 on adaptive syntax element mapping (ASEM)
This proposal described a method to generate a mapping table between syntax elements and their corresponding encoding, based on statistical information gathered from the previous or the current slice/frame. The current state-of-the-art video coding standard H.264/MPEG-4 AVC introduces many new syntax elements, e.g. macroblock sub types, which are coded using a fixed mapping table in the Baseline profile context. Based on the reported experiments on the sequences recommended by the VCEG common test condition, the average bits to code the modes is about 15% of the total bits for coding of P frames. The proposed enhanced method can reportedly reduce 10-20% of the bits used for coding the modes, or about 1-3% of the overall bits. This method can reportedly be applied to other syntax elements as well
Experiment results were reported that used the statistics of macroblock types in a picture, using CAVLC, to encode subsequent pictures.  The overall reported improvement was about 1%.  The proponent suggested that indicating the selected information rather than depending on decoder-measured statistics from a prior picture may perform better.

It was remarked that the proposal could be seen as somewhat similar in spirit to the cabac_init_idc scheme, although applied to CAVLC.

It was noted that there may be error resilience issues with the design as proposed.

Some concerns were expressed regarding interaction with rate control operation.  These experiments were fixed QP encoding.

Further study was encouraged.

1.2.3.12 COM16-C402 and COM16-C437 on adaptive loop filtering

Contributions COM16-C402 and COM16-C437 proposed adaptive loop filtering technology.  Both contributions proposed the use of an adaptive Wiener filter within the motion compensation prediction loop.  In the COM16-C402 contribution, this loop filter was proposed to also be adaptive to the results of an image segmentation operation.  The basic concepts in these two contributions were similar.

As proposed, the Wiener filter was applied after the ordinary deblocking filter. Some experiments were also reported with the ordinary deblocking filter disabled.
In COM16-C402, the image was segmented into "flat" and "non-flat" areas, each with an associated 9x9 Wiener filter.  For lower-resolution video, only one filter was applied (to save the bits needed for repreenting the filter coefficients). The filter was applied to luma only.  41 coefficients were sent to the decoder on a slice basis (41 rather than 81 due to some symmetry constraints).

The technique was reported to work best on high-resolution images. A 4-5% overall gain was reported relative to the High profile in common conditions experiments. A 7-8% average for 720p common conditions (12% on City sequence) was reported.  Results were also provided for various other 720p and 1080p sequences – with larger gains. In High Profile IPPP usage, as much as 36% gain was reported, and in the High Profile Hierarchical B configuration the largest reported video sequence benefit was about 20%. (Some details regarding test results are not found in the document.)
The proponent was asked how well the technique compares to the "post-filter hint" SEI fidelity?  (That SEI message supports 5x5 and 7x7 regions of support.) The proponent estimated 1.5-2% better overall performance than that.

In COM16-C437, Intel used a 7x7 filter (with no symmetry assumptions) – and indicated that performance was very similar to 9x9 usage.  The Intel contribution did not include the segmentation aspect.
Intel reported a bit rate savings for High Profile cases of approximately 5% (the used 5 QP values rather than the 4 ordinarily used in our common conditions – it was suggested that this method might tend to emphasize high bit rate performance – however, the proponent later indicated that the bit rate advantage was not just concentrated at high bit rates, based on the more conventional 4-point curve comparison methods). Intel indicated greater savings in the Baseline profile context – probably the smaller gain in High profile usage is due to its weighted prediction capability. The technique did not seem to help in coding of QCIF and CIF – only higher resolution video.
It was remarked that assessment of perceptual effects would need to be an important part of evaluation of such technology. It was remarked that having the filter in the loop seems likely to help with blur/focus change, and noise.

A prior contribution from Thomson (VCEG-W05 of July 2004) was noted to be related.

It was remarked that the adaptive interpolation filter (AIF) technique (e.g. contribution COM16-CC464) has a similar spirit, although incorporated into the motion compensation interpolation filter in that case rather than being a separate filtering process after the decoding of the picture.  It was generally remarked that several of the techniques proposed recently in VCEG seem to really have similar effects / benefits / phenomena. It was noted also that JVT-AA023 on bit depth scalability may also be related to the same kind of phenomena.
1.2.3.13 COM16-C424 on separable adaptive interpolation filtering (SAIF)

COM16-C424 proposed a parameterization of the separable AIF (SAIF) scheme. Six or seven bit quantization of parameters was applied, sending 30 parameters total.  A complexity analysis of the encoder and decoder were provided.

This proposal was a follow up on VCEG-AH27 to provide simulation results for all VCEG coding conditions. In addition to a comparison to separable AIF the proposed method was also compared with directional AIF (DAIF). Some minor modifications of the coding parameters had been introduced and the algorithm had been implemented in KTA 1.8 software. The proposed method could reportedly reduce the filtering complexity of separable AIF by 19% on average. The computation of the adaptive filter coefficients in the encoder could reportedly be reduced by about 57%. For the VCEG common coding test conditions, the filtering complexity reduction was reported to be 10% at an average bitrate increase of 0.78% compared to separable AIF. In comparison with 16-bit DAIF, the filtering complexity was reportedly 3% higher at an average bitrate increase of 0.51%. The computation of the adaptive filter coefficients requires a reported 62% less computation for the proposed method than for DAIF. The measured computational time of the proposed method of encoding and decoding of HD sequences of the baseline profile was reported to be about 10% less than the computational time for separable AIF and DAIF.  In an effort to progress the work on separable AIF in KTA it was suggested to include the proposed method into KTA

There was a reported 7.5% benefit for AIF in IPPP usage relative to Baseline profile.  The savings was reportedly 4.3% in IBBP relative to High profile.  A slight penalty (less than 1%) relative to the more complex separable AIF scheme was reported.

This technique entails a substantial complexity increase relative to H.264 on the encoder side.  The decoder complexity was reported to be reduced relative to H.264 by some measures. Further study of this is encouraged.
See additional remarks elsewhere in this report regarding AIF in general.

1.2.3.14 COM16-C425 on directional adaptive interpolation filtering (DAIF)

COM16-C425 proposed a parameterization of the directional AIF (DAIF) scheme and addressed complexity reduction of in the KTA context. Using two parametric models of DAIF, the filtering complexity of DAIF could reportedly be reduced by 21% on average for fixed point arithmetic and by 31% for floating point arithmetic. The computation of the adaptive filter coefficients could reportedly be reduced by about 12%. For the VCEG common coding test conditions, the filtering complexity reduction was reported to be 6% at an average bitrate increase of 0.8% compared to DAIF. For floating point arithmetic the complexity reduction was reported to be 9% compared to DAIF.

Further AIF remarks: There is some claim that computational complexity (at least in decoder) could be reduced relative to the current MC interpolation complexity (at least statistically, when an encoder is choosing to use the AIF feature).  Further study of this is encouraged.

See additional remarks elsewhere in this report regarding AIF in general.

1.2.3.15 COM16-C405 on "entropy slices" for parallel entropy decoding
COM16-C405 considers improvements to the KTA/H.264 decoding process to better support parallel decoding for future video decoding applications. The emphasis here is on decoding ultra high-definition video, which is defined as image sequences with spatial resolutions greater than 1080p.  Furthermore, the contribution expressed concern regarding efficiently using the increasing core counts in emerging (and longer term) multi-core architectures.

The application of the current video decoding process to parallel architectures was discussed, and it was suggested that the current decoding process is well suited for parallelization with one significant exception – the CABAC entropy decoding engine.  This issue was addressed by proposing an "entropy slice" concept that enables parallelization of the entropy decoding without impacting the macroblock reconstruction loop.  The method requires a flag in the slice header as well as re-defining the neighbourhood for entropy decoding.  Results reportedly showed a bit-rate savings of 4.8% and 8.6% for all-Intra and IBBP coding, respectively, compared to parallelization with the current slice method.

The contributor proposed to adopt this tool into the KTA technology investigations to reduce computational complexity through the use of parallel decoding processes. Furthermore, the contributor recommended to include this tool in any future profiles of H.264 to better support ultra high definition video coding.

The contribution suggested decoupling the independent parsing property of slices from the independent reconstruction property – allowing a single "reconstruction unit" of video to be segmented into multiple "parsing units" to enable parallel parsing processing. The slice header was abbreviated to eliminate common elements across parsing segments. The independence of the reconstruction process was asserted to be associated with a significant rate-distortion penalty.

To enable the proposed scheme a different definition of "availability" was proposed for parsing and reconstruction processes.

Entropy decoding was asserted to use a significant serialized share of the decoding process.  Examples based on the JM design were described for this.  (A participant remarked that the JM may not be realistic in this regard.)

Experiment results were shown as evidence of a relatively minor coding efficiency impact for the proposed scheme. The average benefit on example (not common conditions) experiment cases appeared to be about 6.4 – 1.6 = 4.8% for intra (significantly concentrated in one "rolling tomatoes" sequence). For inter coding, a 15.5 – 6.9 = 8.6% benefit was reported in an example case. (Benefits were computed to account for phenomenon described in COM16-C404.)

The experiments did not use the cabac_init_idc bits.  The advantage would be greater if these were used.

It was remarked that the usefulness of the proposed design depends on encoder behavior (and/or established constraints on maximum parsing segment size).

Further study was encouraged by the group.

1.2.3.16 COM16-C334 on parallel CABAC

In a somewhat similar spirit to COM16-C405, but using a fundamentally different approach, COM16-C334 proposed parallelization of CABAC bin processing to enable improved parallelization of the entropy decoding process.

With the growing presence of high definition (HD) video content on battery-operated handheld devices such as camera phones, digital still cameras, digital camcorders, and personal media players, it is becoming ever more important that video compression be power efficient.  The power consumption of the codec is directly related to its operating frequency (cycles/second) which is inversely related to the throughput (e.g. macroblocks/cycle) of the codec.  While Context-Based Adaptive Binary Arithmetic Coding (CABAC) provides high coding efficiency, it has limited throughput.  This bottleneck in the video codec can reportedly lead to high operating frequencies resulting in high power dissipation.

This contribution proposes a parallel CABAC scheme which was asserted to enable a throughput increase of N-fold (depending on the degree parallelism), thus reducing the frequency requirement and expected power consumption of the coding engine.  Experiments were asserted to show that this new scheme (with N=2) can deliver ~2× throughput improvement at a cost of 0.76% average increase in bit rate or equivalently a decrease in average PSNR of 0.025dB on five 720p resolution video clips when compared with H.264/AVC.
Example information was shown to illustrate high "bin rate" impact on high bit rate / high definition video – increasing bin processing frequency and associated power requirements.

For the 720p subset of common conditions, the bit rate penalty was reported to be 0.5 to 1.3%, depending on the exact scheme.

The technique requires extra multiplications (or table-look-ups – these were roughly doubled) and extra comparisons.  There is significantly more logic. The scheme provides parallelism, but needs more total computation.

Compared to the more conventional envisioned approach of running multiple CABAC engines in parallel – the design was reported to save the memory of holding multiple context models.

A participant remarked that a 2-4 bin/cycle ASIC design exists – using some speculative calculations.  There are clearly some tradeoffs involved – depending on the emphasis of what is the priority in the implementation. Some key knowledge on the subject of CABAC implementation optimization may not be in the public domain.
Another potential approach to the topic was suggested in the meeting discussions to be M-ary arithmetic coding.  Another participant remarked that such a scheme would make the conditional probability model more difficult to develop.
It was asked if software is available for the proposed scheme. Software is not available. (Note that software availability is generally expected prior to adoption of KTA features.)

Further study was encouraged.

1.2.3.17 COM16-C465 Combined adaptive-fixed interpolation with multi-directional filters
COM16-C465 proposed a combined adaptive-fixed interpolation filtering structure with multi-directional filters. In the design of an ASIC, when implementing the H.264/AVC standard, the interpolation filters with fixed coefficients can reportedly be implemented with low complexity and low delay, and multiplication factors can be implemented efficiently using additions and shifts. However, an adaptive interpolation filter reportedly may enable achieving better RD performance than fixed ones.

In order to make good use of the advantage of both fixed interpolation filters and adaptive interpolation filters, this proposal suggests to add six additional multiplications based on an H.264/AVC interpolation unit to implement combined adaptive-fixed interpolation filters. In order to be suitable for all kinds of sequences which have various textures, this proposal proposes an interpolation filtering structure with multi-directional filters. The direction of the interpolation filter for different fractional sample positions is determined based on the position.

The coding efficiency of the proposed method was reported as being about as good as a 2-D non-separable filter and substantially better than 1-D directional AIF. A substantial coding efficiency improvement was reported relative to directional filters on three short segments of one test sequence. It was asked how well the technique performs on the test sequences for which directional filtering performs well).  The available results were limited.
VCEG-AH10 software configuration was reported to have been used.  However, it was remarked that this has parameters that the KTA software cannot interpret – different config files are needed.

JM curves were not presented.  It seemed difficult to compare some results to other results.

Source code was not made available.  However, the contributor indicated that it can be made available – perhaps around 10 May (e.g. as a contribution to the next VCEG meeting).

The complexity was reported to be somewhat higher than directional filters, while substantially lower than 2-D filters.

The benefit of the deblocking filter (in PSNR terms) was reported not to be very significant when this technique is applied.  (However, it was remarked that there may be a perceptual quality difference.)
Huawei had reportedly confirmed the results. Having others double check would help.  Checking on more test material would also be desirable.

The proposal was suggested to undergo further study in consideration of the above issues.
1.2.3.18 COM16-C438 on complexity analysis of directional AIF versus H.264 interpolation

COM16-C438, which is provided for information, contains an analysis in which the computational complexity of the luminance interpolation filter subfunction of H.264 is compared with that of Directional Adaptive Interpolation Filters (DAIF). The analysis was performed in the context of a software decoder and followed the well-known (and generally well accepted) methodology previously used to analyze the decoder complexity of H.264 in coordination with Mike Horowitz – now of Vidyo. First, a comparison of both interpolation methods was presented, examining the number of arithmetic operations needed to interpolate a block.  Second, a detailed analysis was provided in which Single Instruction Multiple Data (SIMD) parallelism was exploited for both H.264 interpolation and the Directional Adaptive Interpolation filters using an optimized implementation of these two methods on a selected platform. In addition, differences between DAIF and H.264 interpolation were highlighted.
The contribution provided more detailed analysis than in previous contributions on the topic.  This was asserted to be a "Horowitz-like" study. Measurements used statistical average complexities.

The complexity of directional interpolation was asserted to be lower than ordinary H.264 filters in 4x4 case and somewhat higher than ordinary H.264 filters in the 8x8 case (the difference being due to the ability in H.264 to re-use results from interpolation in first dimension).  However, the complexity was not so substantially different for the two methods and can be partially summarized as follows:
· Non-SIMD case DAIF about 7% less complex than H.264 filters

· SIMD case DAIF about 10% more complex than H.264 filters

The contribution was informational, and further study was encouraged.

A participant inquired as to what the complexity impact would be if the bit depth was higher. The contributor suggested that this might roughly double the complexity.

1.2.3.19 COM16-C403 on encoding complexity reduction of AQMS

Question 6 has developed KTA (Key Technical Area) Software to establish common software for evaluation of new technology developments and also defines common test conditions for coding efficiency experiments.

Adaptive Quantization Matrix Selection (AQMS) is one of the coding tools that has been integrated in the KTA software.  The suggested encoding process of AQMS consists of three phases: the common phase that is encoded in the common conditions, a quantization matrix design phase and the actual coding phase.  In this contribution, methods to reduce encoding complexity for the quantization matrix design phase of AQMS were presented by using some previous results of the motion estimation (ME) process rather than running the ME process again, a reduction of the number of tentative encodings and the introduction of fast mode decision methods.  The decoding process and the syntax of AQMS were not changed.  This proposal was implemented in KTA software v1.6 in a command option (UseAdaptiveQuantMatrix = 2) newly added as the "fast AQMS mode".  From the experimental results based on the common coding conditions, the increase of encoding time relative to the VCEG anchor on average can be significantly reduced as compared to KTAv1.6 AQMS, with a reported negligible loss of coding efficiency.

It was remarked that the proposed complexity reduction scheme had also been implemented in KTAv1.8, with reportedly similar results.

It was noted from the presented results that the encoding actually became slower for one sequence with the "fast technique".  The contributor indicated that there was another difference between what was happening in the comparison – a different kind of ME being performed.  Thus there are overlapping effects in the reported results and it does not seem clear whether the measured difference is due to the presented technique or something else.

It was remarked that the overall AQMS coding efficiency improvement seems low. The anchor for comparison did not have RDOQ trellis quantization included.  So the benefit of AQMS, if any, has not been established. Combining AQMS and RDO-Q has not yet been tried.  The proponent plans to work on that. The group needs to have combined results to judge the benefit. There may also be perceptual effects to consider.

Further study is needed to determine if there is a benefit to this technique and whether the benefit is worth the complexity.  Perceptual effects may be relevant and should be considered in the work.

1.2.3.20 Progress on current video coding work items 

Three video coding work items were forwarded by Q6/16 for AAP Consent: a new corrigendum to Rec. H.264 (to be published as a new edition in integrated form) and revisions of the H.264.1 (conformance) and H.264.2 (reference software) supportive standards relating to H.264. A.5 justification information for draft revised H.264 (2007) Cor.1 was provided in TD 486/PLEN.
Work is additionally under way in the JVT on document maintenance and development of multi-view video coding (MVC) extensions to Rec. H.264. Conformance and reference software specifications are also under development to include support for the recently-completed scalable video coding (SVC) and upcoming MVC extensions to Rec. H.264.
1.2.3.21 Discussion of video coding efficiency enhancement efforts and related future plans
To "cluster" some subset of proposed techniques, we have, as a first cluster, the following:

a) RDOQ + Improved offset computation (encoder only – possibly further improved encoder-only weighted prediction use)

b) IBDI (using a higher bit depth profile to code the video)

c) Rounding as the last step of inter prediction

d) Various AIF schemes (incl. full pel filtering)

e) Adaptive Wiener filtering (AWF) (in loop, post or possibly even pre filter, possibly spatially varying)

Regarding the complexity impact, AIF seems to have more encoder complexity (two ME stage), while AWF has more decoder complexity.

Much of the gains in this category seem to come from the increase in the rounding precision as compared to the current rounding scheme in H.264.

A question to study: How much do AIF and/or AWF provide on top of what can be done with some combination of a, b, c?  Some combinations to study:

· JM + a

· JM + a + b

· JM + a + c

Further combinations are to be discussed on the reflector.

We plan to stop considering 1/8 sample motion compensation as a KTA scheme to investigate.

It was suggested to try coding video sequences with a significant amount of noise and to try output of pictures prior to filtering. Consideration of perceptual effects is needed.  It may be advisable to consider distinct bit rate ranges.

A next cluster is RDOQ with:

· AQMS (the value of which needs to be shown on top of RDOQ)

· APEC (esp. high bit rate, low resolution?)

Some remaining techniques of investigation that are not in either of the above clusters:

· MDDT (intra)

· MVC (inter)

Several contributions were related to minimizing the complexity of features that are desired to have a coding efficiency advantage, but for which such an advantage has not yet established or reasonably well characterized.  That aspect needs to be better understood before digging too deeply into many details of complexity study.

In efforts to improve beyond the capabilities of H.264, we have been in a roughly similar position for a while. We have done some studying to start to clarify what we may be able to achieve with the KTA techniques.  At the moment we do not have sufficient gain to standardize anything new from this effort. It was agreed that we should not issue some prominent CfP or new project announcement that could confuse the community until we have more of an indication that something useful can be achieved.

We are not yet ready to create a new profile or standard, or launch a formal project toward that end.  We are waiting for more promising techniques and algorithm maturity before standardizing some further enhanced coding technology.  At this point, on the basis of the information we have available, we remain confident that the existing H.264/AVC standard represents the state of the art of available technology.

It should be understood that current work on potential enhanced video coding technology is not intended to imply any need for near-term planning to create additional enhancements of H.264 that are not yet under way, or to start drafting of an "H.265" or "H.266", etc., but are rather for study to determine whether and when work on such things should begin in earnest.

Most or all contributions to this meeting seem more in the direction of an “H.264+” as opposed to an “H.265”.

At the moment we do not see evidence of readiness of technical advances sufficient to justify embarking on a concentrated effort toward an "H.265" design project.

A general discussion was held on what a next-generation codec should achieve – as a consumer product, and the remarks made in this discussion are provided below.

· Applications

· broadcast over all distribution channels

· mobile TV

· camera phones

· camcorders

· surveillance

· videoconferencing

· streaming

· peer-to-peer real time delivery (special case of streaming)

· download and play

· Formats

· Progressive-scan (only)

· Picture sizes

· QVGA?

· VGA

· 1080p60

· 2kx4k

· Frame rate

· 12.5/15?

· 24/25/30

· 50/60

· 100/120

· Picture size/grid conversion within the design (e.g. 4:4:4 (( 4:2:0, bit depth)

· Bit depth

· 8 b

· 10 b

· 12 b

· Sampling grid

· 4:2:0

· 4:4:4

· Bayer?

· Views

· 1

· N > 1

· Performance needs for new codec "clean sheet" design
· Coding efficiency as bit rate savings for equal visual subjective quality (beyond ordinary encoder-only advancement progress, with N = 1 views)

· 20% at half the power [some of us very happy]

· 50% at three times the power [most of us very happy]

· Complexity

· portable encoders

· parallelism

· memory bandwidth

· asymmetry? (can shift balance from encoder to decoder for videoconferencing, surveillance, and mobile camcorders)

· Loss resilience (only to packet loss)

· End-to-end delay

· Timeline

· We don't really know – we are only in an exploration phase

This is just a discussion – part of our thought process – not a real plan.  Contribution of input towards refining this is encouraged.

We have an open "call for evidence" (informally – i.e., not as an issued document) and are conducting exploration activity to identify promising technology.

We want to have displays and subjective results as an important part of our process. Using improved objective metrics may also be useful. (We're not planning to develop objective metrics, but finding one/some to use may be a good idea.) 

We agreed to continue our KTA and "ad hoc group" efforts (on Coding efficiency, we continue as before; on complexity – M. Horowitz to coordinate)

KTA software coordination (v1.9 around 1st week of June will include the following):

· rounding and weighted prediction changes

· complexity reduction for SAIF

· complexity reduction for AQMS

And ASAP, also improving inter-working of:

· RDO-Q with CAVLC, MDDT, AIF, IBDI, chroma

· MV competition with Hierarchical B, AIF, APEC

Complexity coordination (coordinated through our email reflector):

· Simulations for complexity measurements TBA

We will issue a revision of the Rapporteur-group document VCEG-AH10 on common experiment conditions as a "revision 3".

We expect to begin to use the enhanced BD PSNR/Rate Excel implementation from FT (to be issued as some Rapporteur-group document VCEG-AIxxx)

It was noted that the current Q.6/16 is likely to become "Question C1" starting in January 2009.

1.2.3.22 TD 528/GEN toolbox for content coding document
A joint session was held primarily for discussion of the TD 528/GEN "toolbox for content coding" document (formerly maintained by the IPTV Focus Group) between Questions 6, 13, and 23. A report of the joint discussions was produced as TD 631/GEN.  During that discussion, it was agreed that future evolution of the video-coding content of that document would be the responsibility of Q.6/WP3.
1.2.3.23 Progress of work on still image coding topics

Two items had been forwarded for Consent by ISO/IEC JTC 1/SC 29/WG 1 (JPEG/JBIG).  These included an amendment and a corrigendum to ITU-T Rec. T.808 (01/2005) | ISO/IEC 15444-9:2005.
In the interim period, JPEG/JBIG has begun work on a project referred to as "JPEG Digital Imaging Systems Integration", which includes work on development of various technology for still image coding applications and includes a new still image coding format known as "JPEG XR" which we may refer to as "T.JXR" for ITU-T purposes. In interim meetings, Q6/16 has expressed its intent to follow a technically aligned twin text approach to the joint development of Recommendations from this project.
1.2.4 Intellectual Property Statements

Most Q6/16 proposal contributions to the meeting included remarks that the proponents may have IPR that relates to their proposal and that the proponent would be willing to license under RAND terms according to box 2 of the ITU-T/ITU-R/ISO/IEC declaration form if their proposed technology is adopted into a Recommendation.

Several IPR statements relating to Rec. H.264 had been recorded in TD 450/GEN. No additional IPR statements were received at this meeting.
1.2.5 Outgoing Liaison statements

No LSs were prepared at this meeting.
1.2.6 Work programme

1.2.6.1 Future work

Question 6/16 will continue its work by correspondence (via the Q.6/16 email reflector vceg-experts@yahoogroups.com) and during its two planned interim meetings (proposed meeting plans are given below) especially on the following items:

-
KTA project

-
organizational preparation of a possible next generation video coding project

The JVT will continue its work by correspondence (via the JVT email reflector jvt-experts@lists.rwth-aachen.de) and during its three planned meeting (proposed meeting plans are given below) especially on the following items:

-
Corrigendum work for the H.264 subset recommendations

-
Multi-view coding amendments

The currently open work items are as follows:

	Recommendation
	Consent/

Approval
	Subject
	Editor(s)

	H.264 (V5)
	2008-09
	Advanced video coding for generic audiovisual services: Amendment for Multi-view coding
	Hideaki Kimata (kimata.hideaki<AT>lab.ntt.co.jp), 
Purvin Pandit (purvin.pandit<AT>thomson.net), 
Aljoscha Smolic (smolic<AT>hhi.de), 
Anthony Vetro (avetro<AT>merl.com), 
Thomas Wiegand (wiegand<AT>hhi.de)

	H.264.1 (V3)
	2009-03
	Conformance specification for H.264 advanced video coding
	Teruhiko Suzuki (teruhikos<AT>jp.sony.com)

	H.264.2 (V3)
	2009-03
	Reference software for H.264 advanced video coding
	Karsten Suehring (suehring<AT>hhi.de), 
Gary Sullivan (garysull<AT>microsoft.com)

	T.805
	2009
	Information technology – JPEG 2000 image coding system: Compound Image File Format
	

	T.808 (2005) Amd.[X]
	2010
	Information technology – JPEG 2000 image coding system: Interactivity tools, APIs and protocols: JPIP server and client profiles
	Alexis Tzannes (alexis<AT>aware.com)

	T.JXR
	2009
	JPEG XR image coding specification
	Gary Sullivan (garysull<AT>microsoft.com)


1.2.6.2 Future meetings

Question 6/16 is planning to hold two interim meetings as Q6/16, three jointly as JVT, and JPEG/JBIG will hold two meetings in the interim period. One Q6/16 meeting is planned for the period July 16-18, 2008 hosted by Fraunhofer HHI in Berlin, Germany. The other Q6/16 meeting is planned for the period October 8-10, 2008 hosted by Motorola and potentially another host in San Diego, USA. The JVT is planning to hold three meetings. One meeting is planned for the period July 20-25, 2008 under the auspices of ISO/IEC JTC 1/SC 29/WG 11 (MPEG) in Hannover, Germany. Another JVT meeting is planned for the period October 12-17, 2008 under the auspices of ISO/IEC JTC 1/SC 29/WG 11 (MPEG) in Busan, Korea. Another JVT meeting is planned for the period January 29-February 3, 2009 under the auspices of ITU-T SG16 in Geneva, Switzerland. In addition to these meetings, there will be JPEG/JBIG meetings of ISO/IEC JTC 1/SC 29/WG 1 during 7-11 July 2008 in Poitiers France and 13-17 Oct 2008 in Busan Korea which also fall within the purview of Q6/16. Note that the latter of these two JPEG/JBIG meetings will be held in a co-located fashion with meetings of the JVT.
2 Summary of Liaison Activity

No outgoing Liaison Statements were prepared by Q.6/16 – Working Party 3/16. 
3 Workplan

The updated work programme for Recommendations that are the responsibility of WP 3/16 is on the SG 16 web page at http://itu.int/ITU-T/workprog/wp_search.aspx?isn_sp=1&isn_sg=153.

4 Summary of Interim Rapporteur Meetings

The following is a summary of the interim Rapporteur meetings proposed by Q6/16.

Note that in addition to these listed meetings, there will be JPEG/JBIG meetings of ISO/IEC JTC 1/SC 29/WG 1 during 7-11 July 2008 in Poitiers France and 13-17 Oct 2008 in Busan Korea which also fall within the purview of Q6/16. Note that the latter of these two JPEG/JBIG meetings will be held in a co-located fashion with meetings of the JVT.

Question 6/16

	Dates 
	Place 
	Host 
	Q
	Objectives 

	16-18 July 2008
	Berlin, DE
	Fraunhofer HHI
	6/16
	· Consideration of proposals for new enhancements of Recs. H.264, H.264.1, H.264.2, H.271, and T.8x.

· Consideration of proposals and organizational work toward eventual development of an "H.265".

· Maintenance of H.26x, H.271, and T.8x video and image coding standards.

· Collection of non-normative content to aid in the study and implementation of H.264.

· Study and coordination relating to use of video and image coding in systems.

· Review, planning and coordination for work of Q.6 and JVT.

· Coordination and communication with other organizations on video and image coding related topics, particularly including ISO/IEC MPEG and JPEG / JBIG
· Other business as necessary for Q.6/16 consideration.

	20-25 July 2008
	Hannover, DE
	ISO/IEC JTC 1 / WG 11
(co-located)
	JVT (6/16)
	· Progression of work on enhancement of H.264 for 3 D / multi-view video coding (MVC).

· Consideration of proposals for supplemental enhancement information for use with Rec. H.264.

· Consideration of proposals for new enhancements of Recs. H.264, H.264.1, and H.264.2.

· Maintenance of H.264, H.264.1, H.264.2 standards, including resolution of Last Call comments
· Collection of non-normative content to aid in the study and implementation of H.264.

· Study and coordination relating to use of H.264 in systems.

· Review, planning and coordination for work of JVT.

· Coordination and communication with other organizations on topics relating to the work of the JVT.

· Other business as necessary for JVT consideration.

	8-10 Oct 2008
	San Diego, US
	Motorola, TBD
	6/16
	· Continuation of Q6/16 work as listed above

	12-17 Oct 2008
	Busan, KR
	ISO/IEC JTC 1 / WG 11
(co-located)
	JVT (6/16)
	· Continuation of JVT work as listed above

	29 Jan – 3 Feb 2009
	Geneva, CH
	ITU-T SG 16
(co-located)
	JVT (6/16)
	· Continuation of JVT work as listed above
(Note: This meeting is co-located with the next meeting of SG 16.)


_______________________

