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Abstract
This contribution proposes an in-loop adaptive (Wiener) filtering scheme for video compression. The proposed scheme improves the coding efficiency by modeling the compression effect of coding loss as the random noise added to the original input pixels, and the coding residual is reduced by the utilization of the adaptive (Wiener) filter on top of the de-blocked pixels. To reduce the RD performance degradation caused by transmitting the Wiener filter coefficients, this contribution looks into utilize 1) center symmetric 2D filter, 2) filter coefficient prediction modes, 3) filter coefficient entropy coding modes, and 4) adaptive filter size and filter coefficient quantization bits.
The contribution has been implemented onto the reference software KTA1.9R1 and tested with some other KTA tools such as RDOQ, IBDI and HPIF, based on the common test conditions [1]. The results have been shown on the average of 3.47% and 0.16dB improvements in BD_Bitrate and BD_PSNR metrics [2] on all tested scenarios and testing clips, and the average improvement of 7.52% and 0.30dB on the 720p category when compared to JM only mode.
1 Introduction

H.264/AVC is the latest JVT video compression standard. It is the block-based DPCM coding technique to utilize the transform, quantization, motion estimation, in-loop de-blocking filter and entropy coding on the residue of the motion compensated or the intra interpolated block to achieve superior coding efficiency. Since 2005, numerous groups in industry have been experimenting on various techniques to improve the coding efficiency of H.264 on the KTA software. Wiener filter is the well-known optimal linear filter to cope with the pictures degraded by the Gaussian noise, blurring and distortion. In [3], the utilization of the Wiener filter has been proposed to look for interpolation filter coefficients at the half/quarter pixel level used for the modules of ME/MC to better predict the picture in order to improve the coding efficiency on top of H.264 system. In [4], the Wiener filter was used as the post filter hints to be applied out-of-loop of the core coding loop to improve the picture quality.
In [5], a proposal to utilize the in-loop adaptive (Wiener) filter on top of the de-blocked picture to produce the improved picture is used as the reference pictures for the later incoming pictures, and in [6] a similar idea was proposed by Toshiba. This contribution is the extension of [5] with the new techniques to further improve the coding efficiency.
2 Proposed Solution
2.1 Filter side information

The filter side information includes the filter type (symmetric or non-symmetric), filter size and filter coefficient quantization bit. We note that the symmetric filter could benefit the RD performance for low resolution video sequences such as QCIF and CIF. Similarly, using the adaptive filter size and the adaptive filter coefficient quantization bit can balance the distortion and
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 for the content of different spatial resolutions. 
The decoder requires these filter side information for the proper operation of decoding. The filter side information can be set in sequence level and transmitted through sequence parameter set (SPS). 
2.2 Filter coefficient prediction coding
We apply the predictive coding to reduce the bit counts in the transfer of Wiener filter coefficients. The prediction modes include temporal prediction, spatial prediction, temporal-spatial prediction and the direct mode (no prediction). The direct mode and the temporal mode are used when the symmetric filter is selected on the filter side. 
2.3 Filter coefficient entropy coding mode

We observe the Exp-Golomb coder could be costly in coding the prediction error of the Wiener filter coefficient for the case of high filter coefficient quantization bit (10bits or more). Two other entropy coder candidates are included as the adaptive option  
1. Fixed length coding – the minimum code length L for coding the maximum prediction error is transmitted to decoder, and all the prediction errors are fixed length coded with L bits.

2. Length-value coding – each prediction error is coded with a (length, value) pair similar to the intra DC coding scheme in MPEG-2. 

We observe that the fixed length coding is preferred for the filter coefficient table whose prediction errors are large and with small variation of prediction error. The length-value coding is preferred for the filter coefficient table whose prediction errors are large and with large variation of prediction error.
The predictive coding and entropy coding are lossless coding process, and has no impact on the outcome of the distortion
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. We could find the good combination of predictive coding mode and entropy coding mode through multi-pass encoding to get the minimum
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2.4 Rate-distortion cost based filtering decision

The cost to transmit the Wiener filter coefficients is an overhead in bandwidth which could not be small in low bitrate scenario. To reduce the impact of filter coefficient transmission, the adaptivity of applying Wiener filter filtering based on the Rate-Distortion (RD) cost is utilized. If the condition in (1) is satisfied, the picture will be filtered and filter coefficients will be encoded and transmitted. On the other hand, the Wiener filtering won’t be applied if condition (1) is not met. With this, a per-picture flag or per-channel flag is used to signal the decision of filtering or non-filtering.
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Where
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 is the distortion between the original input and the deblocked reconstructions of current picture, 
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 is the distortion between the original input and the filtered deblocked reconstructions of current picture, 
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is the bits for encoding the filter coefficients.

3 Simulation Results

We tested the proposal on KTA1.9R1 reference software on common test sequences listed in common conditions [1]. We tested the QP at (22, 27, 32, 37) with the key encoder configuration listed in Table 1. Four reference scenario were considered, i.e., “JM”, “JM + UseRDO_Q + UseNewOffset”, “JM + UseRDO_Q + UseNewOffset + IBDI” and “JM + UseRDO_Q + UseNewOffset + UseHPFilter”. The average simulation results in BD_Bitrate and BD_PSNR measurements are shown in Table 2~5, and the detailed numbers of PSNR and Bitrate of the simulation results can be referred in the attached Excel files. 
Table 1 Simulation configurations

	Sequences
	QCIF – container, foreman, silent
CIF – paris, foreman, mobile, tempete
720p – bigships, crew, city, night, shuttlestart

	Coding structure
	Baseline: IOnly, IPPP
High profile: IOnly, IPPP, IBBP, IbBbBbBbP

	QP
	QP_I: 22, 27, 32, 37

QP_P = QP_I +1, QP_B = QP_I +2

	Reference scenarios
	1. JM    

2. JM + UseRDO_Q + UseNewOffset
3. JM + UseRDO_Q + UseNewOffset + IBDI
4. JM + UseRDO_Q + UseNewOffset + UseHPFilter

	Filter setting
	QCIF: filter_size = 5x5, quant_bit = 11 (one for sign bit)

CIF:  filter_size = 7x7, quant_bit = 12 (one for sign bit)

HD:  filter_size = 9x9, quant_bit = 14 (one for sign bit) 


Table 2 Simulation results for “JM” scenario
	
	BLIOnly
	BLIPPP
	HPIOnly
	HPIPPP
	HPIBBP
	HPIbBbBP

	BD metrics
	PSNR
	Bitrate
	PSNR
	Bitrate
	PSNR
	Bitrate
	PSNR
	Bitrate
	PSNR
	Bitrate
	PSNR
	Bitrate

	container_qcif
	0.057
	-0.691
	0.425
	-9.270
	0.066
	-0.816
	0.044
	-1.034
	0.054
	-1.165
	0.059
	-1.248

	foreman_qcif
	0.338
	-4.415
	0.114
	-2.000
	0.291
	-4.043
	0.056
	-1.006
	0.054
	-0.972
	0.048
	-0.855

	silent_qcif
	0.309
	-4.197
	0.169
	-2.953
	0.239
	-3.477
	0.125
	-2.173
	0.107
	-1.992
	0.092
	-1.648

	paris_cif
	0.086
	-0.887
	0.086
	-1.515
	0.081
	-0.876
	0.059
	-1.063
	0.056
	-1.002
	0.009
	-0.188

	foreman_cif
	0.252
	-3.898
	0.145
	-3.345
	0.215
	-3.621
	0.092
	-2.171
	0.049
	-1.101
	0.069
	-1.557

	mobile_cif
	0.548
	-4.646
	0.173
	-3.312
	0.478
	-4.223
	0.132
	-2.542
	0.134
	-2.781
	0.237
	-5.133

	tempete_cif
	0.270
	-2.889
	0.115
	-2.389
	0.215
	-2.433
	0.069
	-1.488
	0.079
	-1.865
	0.132
	-3.275

	BigShips_720p
	0.282
	-5.010
	0.241
	-8.051
	0.237
	-4.726
	0.194
	-6.490
	0.195
	-7.000
	0.263
	-9.851

	City_corr_720p
	0.644
	-8.396
	0.698
	-19.895
	0.462
	-6.431
	0.446
	-13.442
	0.411
	-12.521
	0.370
	-10.668

	Crew_720p
	0.280
	-6.649
	0.466
	-15.336
	0.208
	-5.374
	0.152
	-5.852
	0.124
	-5.122
	0.104
	-3.897

	Night_720p
	0.517
	-6.974
	0.202
	-5.098
	0.435
	-6.236
	0.159
	-4.067
	0.178
	-4.871
	0.139
	-3.941

	ShuttleStart_720p
	0.278
	-5.649
	0.585
	-15.942
	0.224
	-4.940
	0.191
	-5.846
	0.121
	-3.415
	0.125
	-3.761

	Average of QCIF
	0.235
	-3.101
	0.236
	-4.741
	0.199
	-2.779
	0.075
	-1.404
	0.072
	-1.376
	0.066
	-1.250

	Average of CIF
	0.289
	-3.080
	0.130
	-2.640
	0.247
	-2.788
	0.088
	-1.816
	0.080
	-1.687
	0.112
	-2.538

	Average of HD
	0.400
	-6.536
	0.438
	-12.864
	0.313
	-5.541
	0.228
	-7.139
	0.206
	-6.586
	0.200
	-6.424

	Average of All
	0.322
	-4.525
	0.285
	-7.426
	0.263
	-3.933
	0.143
	-3.931
	0.130
	-3.651
	0.137
	-3.835


Table 3 Simulation results for “JM + UseRDO_Q + UseNewOffset” scenario
	
	HPIOnly
	HPIPPP
	HPIBBP
	HPIbBbBP

	BD metrics
	PSNR
	Bitrate
	PSNR
	Bitrate
	PSNR
	Bitrate
	PSNR
	Bitrate

	container_qcif
	0.094
	-1.192
	0.065
	-1.446
	0.014
	-0.275
	0.047
	-1.019

	foreman_qcif
	0.268
	-3.708
	0.032
	-0.586
	0.017
	-0.305
	0.008
	-0.133

	silent_qcif
	0.215
	-3.141
	0.096
	-1.636
	0.104
	-1.814
	0.096
	-1.728

	paris_cif
	0.082
	-0.891
	0.027
	-0.458
	0.011
	-0.198
	0.011
	-0.200

	foreman_cif
	0.205
	-3.411
	0.064
	-1.525
	0.033
	-0.744
	0.012
	-0.259

	mobile_cif
	0.482
	-4.277
	0.087
	-1.747
	0.087
	-1.864
	0.171
	-3.692

	tempete_cif
	0.229
	-2.585
	0.042
	-0.891
	0.046
	-1.119
	0.073
	-1.849

	BigShips_720p
	0.222
	-4.430
	0.082
	-2.773
	0.077
	-2.930
	0.153
	-5.919

	City_corr_720p
	0.444
	-6.172
	0.330
	-9.816
	0.329
	-10.058
	0.297
	-9.007

	Crew_720p
	0.183
	-4.704
	0.093
	-3.630
	0.112
	-4.499
	0.114
	-4.336

	Night_720p
	0.410
	-5.896
	0.185
	-4.700
	0.183
	-5.082
	0.130
	-3.803

	ShuttleStart_720p
	0.206
	-4.537
	0.050
	-1.659
	0.066
	-2.118
	0.116
	-3.560

	Average of QCIF
	0.192
	-2.680
	0.064
	-1.223
	0.045
	-0.798
	0.050
	-0.960

	Average of CIF
	0.250
	-2.791
	0.055
	-1.155
	0.044
	-0.981
	0.067
	-1.500

	Average of HD
	0.293
	-5.148
	0.148
	-4.516
	0.153
	-4.937
	0.162
	-5.325

	Average of All
	0.253
	-3.745
	0.096
	-2.572
	0.090
	-2.584
	0.102
	-2.959


Table 4 Simulation results for “JM + UseRDO_Q + UseNewOffset + IBDI” scenario
	
	HPIOnly
	HPIPPP
	HPIBBP
	HPIbBbBP

	BD metrics
	PSNR
	Bitrate
	PSNR
	Bitrate
	PSNR
	Bitrate
	PSNR
	Bitrate

	container_qcif
	0.071 
	-0.899 
	0.027 
	-0.674 
	0.021 
	-0.463 
	0.017 
	-0.401 

	foreman_qcif
	0.264 
	-3.674 
	0.084 
	-1.507 
	0.044 
	-0.777 
	0.010 
	-0.169 

	silent_qcif
	0.214 
	-3.109 
	0.041 
	-0.641 
	0.073 
	-1.202 
	0.067 
	-1.125 

	paris_cif
	0.085 
	-0.919 
	-0.009 
	0.160 
	0.001 
	-0.011 
	-0.014 
	0.246 

	foreman_cif
	0.205 
	-3.425 
	0.099 
	-2.368 
	0.041 
	-0.958 
	0.012 
	-0.265 

	mobile_cif
	0.483 
	-4.280 
	0.101 
	-1.987 
	0.091 
	-1.925 
	0.184 
	-3.932 

	tempete_cif
	0.230 
	-2.590 
	0.065 
	-1.360 
	0.058 
	-1.380 
	0.076 
	-1.929 

	BigShips_720p
	0.230 
	-4.570 
	0.092 
	-3.137 
	0.080 
	-3.050 
	0.124 
	-4.792 

	City_corr_720p
	0.447 
	-6.199 
	0.372 
	-11.346 
	0.330 
	-10.206 
	0.276 
	-8.338 

	Crew_720p
	0.194 
	-4.970 
	0.113 
	-4.404 
	0.120 
	-4.752 
	0.101 
	-4.064 

	Night_720p
	0.419 
	-5.986 
	0.188 
	-4.779 
	0.181 
	-5.014 
	0.130 
	-3.756 

	ShuttleStart_720p
	0.210 
	-4.617 
	0.028 
	-0.956 
	0.075 
	-2.202 
	0.076 
	-2.172 

	Average of QCIF
	0.183 
	-2.561 
	0.051 
	-0.941 
	0.046 
	-0.814 
	0.031 
	-0.565 

	Average of CIF
	0.251 
	-2.804 
	0.064 
	-1.389 
	0.047 
	-1.069 
	0.065 
	-1.470 

	Average of HD
	0.300 
	-5.268 
	0.159 
	-4.924 
	0.157 
	-5.045 
	0.142 
	-4.624 

	Average of All
	0.254 
	-3.770 
	0.100 
	-2.750 
	0.093 
	-2.662 
	0.088 
	-2.558 


Table 5 Simulation results for “JM + UseRDO_Q + UseNewOffset + UseHPFilter” scenario
	
	HPIOnly
	HPIPPP
	HPIBBP
	HPIbBbBP

	BD metrics
	PSNR
	Bitrate
	PSNR
	Bitrate
	PSNR
	Bitrate
	PSNR
	Bitrate

	container_qcif
	0.080
	-1.014
	0.016
	-0.408
	0.026
	-0.619
	0.006
	-0.089

	foreman_qcif
	0.376
	-5.160
	0.022
	-0.405
	0.071
	-1.262
	0.044
	-0.770

	silent_qcif
	0.283
	-4.098
	0.135
	-2.331
	0.154
	-2.684
	0.147
	-2.597

	paris_cif
	0.082
	-0.891
	0.023
	-0.384
	0.015
	-0.258
	0.021
	-0.378

	foreman_cif
	0.205
	-3.411
	0.053
	-1.268
	0.027
	-0.599
	0.015
	-0.350

	mobile_cif
	0.482
	-4.277
	0.086
	-1.709
	0.089
	-1.899
	0.170
	-3.682

	tempete_cif
	0.229
	-2.585
	0.034
	-0.724
	0.043
	-1.041
	0.068
	-1.695

	BigShips_720p
	0.222
	-4.430
	0.067
	-2.264
	0.065
	-2.479
	0.130
	-5.053

	City_corr_720p
	0.444
	-6.172
	0.332
	-10.031
	0.311
	-9.601
	0.285
	-8.538

	Crew_720p
	0.183
	-4.704
	0.078
	-3.064
	0.104
	-4.114
	0.094
	-3.767

	Night_720p
	0.410
	-5.896
	0.179
	-4.575
	0.175
	-4.863
	0.123
	-3.578

	ShuttleStart_720p
	0.206
	-4.537
	0.018
	-0.625
	0.042
	-1.310
	0.074
	-2.174

	Average of QCIF
	0.246
	-3.424
	0.058
	-1.048
	0.084
	-1.522
	0.066
	-1.152

	Average of CIF
	0.250
	-2.791
	0.049
	-1.022
	0.043
	-0.949
	0.068
	-1.526

	Average of HD
	0.293
	-5.148
	0.135
	-4.112
	0.139
	-4.473
	0.141
	-4.622

	Average of All
	0.267
	-3.931
	0.087
	-2.316
	0.093
	-2.561
	0.098
	-2.723


4 Conclusions
An adaptive (Wiener) filtering scheme for video compression is presented in this document. The proposed scheme improves the coding efficiency of the KTA software 1.9r1 on the average of 3.47% and 0.16dB improvements in BD_Bitrate and BD_PSNR measurements on all tested scenarios and testing clips. We mark that the average improvement of 7.52% and 0.30dB on the 720p category when compared to JM only mode. We mark that the software are integrated in the latest KTA19.r1.
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