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Abstract
In this contribution, an adaptive quantization scheme is proposed by controlling a rounding operation parameter based on distribution parameter estimation of DCT coefficients. The proposed scheme makes use of the adaptive offset parameter in H.264 quantization for which the offset parameters to quantize the DCT coefficients in each block are predicted by estimating the shape parameter of generalized Gaussian distribution for DCT coefficients from neighboring blocks. Our experiments show the PSNR improvement with 0.2 dB and average bitrate reduction with 2.09% against the H.264 Baseline Profile 
1 Introduction

H.264/AVC utilized the fixed rounding offset parameters when DCT coefficients are quantized even if the distribution of each DCT component is significantly different from those of the others. The rounding offset is set under assumption that the distributions of DCT coefficients follow the Laplacian distribution. However, this is often not the case. Depending on the image sizes, content types, the frequency locations of the DCT coefficients, the shapes of the DCT coefficient distributions are significantly different from one another. Thus, it is necessary to have an adaptive rounding offset which might be the key factor to decide the dead zone size in the quantization process. The contributions or techniques for the adaptive quantization have been proposed: the adaptive rounding [1], RDOQ[2], and AQMS[3]. The soft decision quantization (SDQ) has also been proposed which jointly optimizes the ME, quantization and entropy coding. In our proposed method, the local statistics from the neighbouring blocks are utilized to estimate the shape parameters of the distributions of DCT coefficients in the current block. Once the shape parameters are determined, the adaptive quantization scheme performs the quantization using adaptive rounding offset parameters which are estimated by the determined shape parameters. The proposed scheme shows the average 2.09% bitrate reduction and 0.2 dB PSNR gain for the full test condition with CIF test sequences and for a limited test condition with HD sequences. 
2 Proposed Method
When the distribution of the DCT coefficients is more Laplacian shaped, a smaller dead zone size is preferred. On the other hand, if the distribution is more likely Gaussian distribution, a larger dead zone size is more advantageous in terms of the RD performance. In the proposed method, the DCT coefficient distribution is assumed to follow the generalized Gaussian distribution function which includes the shapes from the impulse to Gaussian function. The GGF (Generalized Gaussian Function) is modelled as 
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 is Gamma function. 
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 is the shape parameter ranging from 0  to2. 
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is the standard deviation of the distribution . If the shape parameter, 
[image: image5.wmf]n

 can be estimated, the adaptive quantization is possible by applying the different offset parameter corresponding to the shape parameter. Thus, our proposed method follows the quantization procedure depicted in Figure 1. 
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Figure 1 The proposed adaptive quantization
To estimate the shape parameter ν, the negentroy, J is utilized. It is differential entropy and a good metric for non-normality property [4]. It is defined as
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where 
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 is a shape parameter and its theoretical variation is depicted in Figure 2.
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Figure 2 Normalized negentropy vs. shaper parameter of GGF
In the proposed scheme, the DCT coefficients to be quantized in the current block are taken from the neighbouring blocks to reflect the statistics of the DCT coefficients in block C as depicted in Figure 3.
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Figure 3 DCT coefficients taken neighboring blocks for negentroy
The DCT components from L, LU, U and UR blocks are considered to estimate the shaper parameters of the DCT coefficient distributions.  We use the negentropy to measure how much the model is different from the actual distributions of DCT coefficient values [4]. Then the negetropy is normalized, and the shape parameters are obtained by the mapping relation between the negentropy and the shape parameter, as shown in Figure 4. 
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Figure 4 Mapping between negentropy and shape parameter

The relation between the shape parameter and the rounding offset parameter is derived by fitting the curve with the exponential growth. It is derived as (3)


[image: image12.wmf]40

.

0

)

58

.

0

/

exp(

01

.

0

+

×

-

=

v

f

ij

                          (3)

3 Experimental Results

The proposed method has been tested on KTA1.8_JM11.0 with common conditions [5]. The experiment is performed on the QP of 15, 19, 23, 27. The five sequences were tested. The BDBR for bit rate and BDPSNR for dB are shown. The experiment conditions are shown in Table 1. 
Table  1 Simulation conditions
	Sequences
	CIF

300 frames
	Mobile, Tempete

	
	720p60

(60 frames only)
	Crew, Bigship, Night

	QP
	QP_P : 15, 19, 23, 27

QP_I = QP_P -1

	Entropy
	CAVLC

	RDO
	on

	ME search range
	32(CIF), 64(720p60)

	Encoding Structure
	IPPP
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Figure 4 Mobile_cif_352x288_30fps
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Figure 5 Tempete_cif_352x288_30fps
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Figure 6 Night_1280x720_30fps
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Figure 7 Crew_1280_720_60fps
	Format
	Sequences
	BDBR(%)
	BDPSNR(dB)

	CIF
	Mobile
	-5.62
	0.47dB

	
	Tempete
	-5.63
	0.41dB

	CIF ave
	-5.625%
	0.44dB

	720p
	bigships
	4.56%
	-0.15dB

	
	crew
	0.71%
	-0.03dB

	
	night
	-0.93%
	0.06dB

	720p ave
	1.45%
	-0.04dB

	AVERAGE
	-2.09%
	0.2dB


4 Conclusion
We propose in this contribution an adaptive quantization scheme which optimally determines the rounding offset. The proposed scheme estimates the shape parameter of distribution for each DCT coefficient from its neighbouring blocks. Then, the corresponding rounding offset parameter for adaptive quantization is decided. The proposed scheme achieves the coding efficiency improvement on the average of 2.09% in the BDBR and 0.2dB in the BDPSNR. Due to time limit, the experiments could not be finished but we present the experimental results at the meeting for the full test condition.
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