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1. Introduction
In order to achieve a higher precision in motion vector prediction (MVP) compared to H.264 [1], the improvement scheme [2] was proposed in the past VCEG meeting. In [2], several candidates of MVP controls are prepared, and the best MVP control, which gives minimum prediction error, is adaptively selected for encoding. It is expected that the prediction performance would be improved by the scheme. However, in the area where sufficient prediction performance can be achieved even by H.264 MVP, the additional side information to identify prediction control might be redundant..Furthermore, H.264 MVP scheme might result in unsatisfactory prediction performance for specific macroblocks with an object boundary. Therefore, additional improvement technology is strongly expected to overcome such well-known problems. 
From this perspective, we propose a new motion vector prediction scheme. In the proposed scheme, motion vector prediction for the current MB is conducted as follows. First, the corresponding image feature is analyzed to decide whether edge feature is included or not based on the reference motion vectors, and then an appropriate prediction vector is generated dependent on the result of edge analysis. In this scheme, additional side information is required only for macroblocks which belong to edge area. Therefore, the amount of additional side information could be effectively restricted. 
2. Proposed scheme

2.1 Median prediction scheme

Median prediction scheme is employed in H.264. However, the scheme does not consider texture feature of an image, and the prediction performance might be degraded. Especially, around the boundary of different moving objects, the degradation becomes significant. 
2.2 Proposed scheme

In order to improve the prediction performance especially for macroblocks with edge texture around moving objects, the motion vector prediction process is controlled based on coded information or additional side information for every macroblock. Fig.1 shows the diagram of the proposed scheme. 
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Fig.1 Diagram of the proposed MVP scheme decision
Step 1 Edge detection
The proposed scheme detects the degradation of median prediction performance by evaluating the reference vectors. First, in the coded neighboring MBs, the motion vector of divided block which locates the most right-bottom within the MB is defined as an evaluation vector of the MB. The variances of each component, x and y, of the evaluation vectors are calculated. If either of the variances is greater than threshold, the median prediction is not applied for the current MB, and the prediction vector is generated based on Step 2. Otherwise, the prediction vector is generated based on the median prediction scheme. 
Step 2 Probable prediction
If the probable horizontal or vertical edge can be predicted around the current MB, the prediction vector is automatically decided along the corresponding edge direction. The probable edge is detected by applying “minor function” as shown in (1) for evaluation vectors. The minor function outputs the most distant vector among three input vectors. 

minor(A,B,C) = { V∈(A,B,C) ; max| V – median(A,B,C) | }


(1)

va , vb , vc and vd indicate the evaluation vectors of four neighboring MB in direction to left, top, right-top and left-top from current MB, respectively. In the case that equation (2) or (3) is satisfied, it is determined as horizontal or vertical edge existing. 

minor(va, vb, vd) = va  and  minor(va, vb, vc) = va



(2)


minor(va, vb, vd) = vb  and  minor(va, vb, vc) = va



(3)

In these cases, the motion vector in the coded block which locates along the edge direction from the current block is adopted as the prediction vector in the current block. Otherwise, the prediction vector is generated based on Step 3. 
Step 3 Prediction vector indicator
The prediction vector is decided based on additional side information. The information indicates median prediction vector, va ,vb ,vc or vd, respectively. The information is coded as additional syntax element in macroblock_layer(). 

3. Experimental results

3.1 Implementation
In order to conduct a coding experiment, the proposed scheme was implemented on JM12.1 [3], reference encoder software. As the additional side information mentioned in 2.2 Step3, five types of prediction scheme (conventional median, va, vb, vc, vd) are identified by the code set (‘0’, ‘100’, ‘101’, ‘110’, ‘111’). Moreover, the prediction scheme is determined under the R-D optimization criteria [4]. 
3.2 Coding performance

In this experiment, the number of reference picture was set as 1, and the other encoder parameters and test materials were selected in conformance with the VCEG common test condition [5]. Moreover, Baseline Profile and IPPP prediction structure were used. To evaluate the effectiveness of the proposed scheme compared to JM12.1 as the conventional scheme, bit-reduction and PSNR gain were calculated and shown in Table 1. This calculation was conducted based on the commonly authorized manner in VCEG (VCEG-M33 [6]). 
Table 1 Experimental results (Baseline Profile, IPPP)
	Test sequence
	Video format
	Frame rate
	Bit-reduction ratio[%]
	PSNR gain[dB]

	Foreman
	QCIF
	15fps
	1.10
	0.06

	Container
	
	
	-0.50
	-0.02

	Silent
	
	
	0.82
	0.04

	Averaged for QCIF
	0.47
	0.03

	Foreman
	CIF
	30fps
	0.99
	0.04

	Mobile
	
	
	0.18
	0.01

	Tempete
	
	
	0.19
	0.01

	Paris
	
	15fps
	0.17
	0.01

	Averaged for CIF
	0.39
	0.02

	BigShips
	720p
	60fps
	0.53
	0.02

	City
	
	
	0.80
	0.03

	Crew
	
	
	0.62
	0.01

	Night
	
	
	1.53
	0.06

	ShuttleStart
	
	
	0.43
	0.01

	Averaged for 720p
	0.78
	0.02

	Averaged for all sequences
	0.57
	0.02


3.3 Discussion
From the experimental results, it was confirmed that the proposed scheme was effective for sequences, Night and Foreman. In these sequences, any significant camera works are not included, and a few moving objects are existing. In those cases bit amount for motion vector tends to be increased around edge texture. In this situation, the proposed scheme can successfully work for macroblocks including edge texture, and the coding gain compared to standard H.264 coding scheme is achieved. 
4. Conclusion

In this contribution,　a　new　motion　vector　prediction　scheme　was　proposed in order to achieve the additional coding gain compared to H.264 standard coding scheme. The proposed scheme predicts motion vector of the current block based on motion vectors in the neighboring MBs. From coding results, averaged bit-reduction ratio reached 0.57%. As the most significant case, the bit-reduction ratio reached 1.53% for the sequence Night. 

In our further study, the proposed scheme will be enhanced with more efficient decoder syntax. And, the performance comparison between the enhanced scheme and KTA reference scheme [7] will be conducted. 
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