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Introduction
An analysis on motion block size and partition shape for inter prediction in 4:4:4 coding is presented in this contribution. Although 4:4:4 video signal is currently considered professional-domain signal for now, it will be expanded to consumer-level applications in the future since we see the recent evolutional developments on new video acquisition and display devices and there’s no reason to exclude it from consumer applications except for its coding efficiency relative to 4:2:0 coding [1,2]. The H.264 High4:4:4 predictive coding is a simple extension of High profile so that it can be implemented easily in professional application domain at low development cost. Thus, it just supports common prediction mode (i.e., same macroblock size and its partition are applied to all there color components) and independent mode (i.e., same macroblock size and different partition per each color component), and all color components are coded using the same luma coding tools. According to our previous study [3], YUV color space would still advantageous in 4:4:4 video coding for high-to-middle compression ratios, where should be the interest of consumer applications, thanks to its property of de-correlation of there color component signals. In this contribution, we revisit the optimality of inter prediction design of the state-of-the-art 4:4:4 coding, by evaluating various MC block and partition shapes per each color component. Through this evaluation, we identify some study issues those would be valuable for 4:4:4 coding performance improvements toward “H.265”.
Motion block size and partitions

The H.264 allows flexible tree-structured block partitioning within a macroblock for inter prediction, which is one of the most advantageous tools for coding efficiency. The block partitioning in a macroblock for inter prediction was originally adopted in H.263 Annex F for video coding standard, and it has been extended by H.264 so that smaller blocks (i.e., 4x4) can be used as a unit of motion vector allocation. The block partitioning technique was mainly discussed for coding efficiency of relatively low resolution 4:2:0 video, but it has not intensively been discussed in the context of higher resolution video or 4:4:4 cases. In small image block such as 4x4 for high resolution video or chroma signal of 4:4:4 source, noise component should be dominant and such block could not represent image structure efficiently, which makes block matching based motion estimation inefficient. Some previous works suggest potential coding performance improvement by extending block sizes for inter prediction or transform in the case of high resolution video over HD [4,5].
The other discussion on inter prediction efficiency is the introduction of flexible diagonal partitioning in a macroblock. This approach has been discussed during some standardization works including H.264 [6,7] or in academic field [8], and a variation of this kind of technique is being discussed in recent KTA activity [9]. The advantage of flexible diagonal partitioning is that a) motion vector bits and memory bandwidth can be reduced by avoiding too much partitioning around complex motion field (i.e., low overhead bits), b) resulting block partitions can well describe local signal structure such as moving object boundary, which is subjectively important image region and flexible partitioning could contribute to reducing residual power around there. The issues of diagonal partitioning are that tree-structured partitioning can approximately do similar work and it requires complicated non-rectangle memory access to form prediction image. However so far, the efficiency of this approach has been discussed only in the context of 4:2:0 coding and fixed macroblock size (i.e., 16x16).
Based on the above history and background, we revisit the issue of optimality of motion block size and block partitioning in the context of 4:4:4 video coding. We performed a simplified evaluation of prediction performance of the inter prediction using an extended motion block size and partitioning shapes for YUV 4:4:4 coding. H.264 High4:4:4 based prediction configuration for block size and partitions (but limited to 8x8 block size as the smallest block) was used as the reference. Our investigation in this document is mainly the impact of:
- macroblock size extension from 16x16 to 32x32 for each color component
- macroblock partitioning modes including diagonal shape in each color component
Experiments

We conducted a set of experiments using our “predictor” program. Input frame is first divided into macroblocks with specified size (16x16 or 32x32), then motion estimation is performed for each macroblock with the defined set of block partition shapes in Table 1 using a previous source frame as reference picture, and outputs resulting inter prediction image and bit budget for motion parameters (i.e., prediction mode and motion vectors). The prediction image is always built from input source signal by using detected motion parameters. We verified a prediction performance of macroblock size extension and flexible block partitioning by checking ME-level R-D curves. R means coded bits for motion parameters obtained by Exp-Golumb coding, and D stands for prediction image quality measured by SAD. Note that the macroblock size is constant for all frames in each experiment (i.e., not adaptively changed per frame or within a frame). We checked “High4:4:4 independent mode configuration” to check the impact of motion block size and partitioning shapes for each color component.
Block partitioning modes are limited to the shapes available from combination of (M/2)x(M/2) block, thus the smallest block is 8x8 when M=16, and 16x16 for the case of M=32. This restriction of mode variation has the trade-off such that it should cause prediction loss relative to the use of smaller blocks, but the amount of motion vector bits can be limited and it is possible to relax encoder’s work for motion estimation and memory access complexity. H.264 like configuration that employs M=16 and rectangular block shapes only was used as the reference for performance evaluation.
Table 1: Simulation Conditions
	Test sequence

(704x480 cropped from HD, YUV4:4:4, 8bpp)
	CoSME* (24fps)

Plane (24fps)

SVT CrowdRun (50fps)

	Number of frames
	5 P-pictures

	GOP structure
	IPPPP

	Macroblock size (MxM)
	16x16, 32x32

	Block partition shapes
	Rectangular: MxM, Mx(M/2), (M/2)xM, (M/2)x(M/2)

Diagonal: 4 patterns in Figure 1

	Cost for mode decision
	SAD + lambda * Rate

SAD: between source and prediction

Lambda: Qp-dependent (as defined in JM)
Rate: bits for partitioning mode + motion vector

	Qp
	17,20,23,28,33,38,43,48
(same Qp for all color components)

	Reference picture
	Original source signal is used, 1 reference picture

	Motion search method
	Full-search

	Motion search range
	32 integer pel


*CoSME: A set of test sequences developed by DECSDP (Digital Eizou Common Specifications Development Project in Japan).
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Figure 2: Diagonal Shapes
Figure 2-4 plot 5-frame average PSNR of prediction image vs. coded bits for motion parameters of each color component for three test sequences. “H.264 Independent, M=16” represents the reference result that performs similar prediction and coding to that of High4:4:4 independent mode, where the maximum MC block size is 16x16 and any diagonal shapes in Figure 1 are not used at all. “H.264 Independent, M=32” is the result of simple extension of M value to 32 relative to “H.264 Independent, M=16”. “MEL Independent, M=16” and “MEL Independent, M=32” add diagonal block partitions of Figure 1 to “H.264 Independent, M=16” and “H.264 Independent, M=32”, respectively.
From these results, we can get the following observations.

1) The impact of macroblock size extension for inter prediction is different between luma and chroma signal. For luma case, simple extension to M=32 significantly degrades prediction performance for all bitrate points. This means PSNR degradation due to loss of prediction fidelity cannot justify the effect of bit reduction in luma prediction. This suggests that smaller motion blocks should need to be considered properly for luma prediction. On the other hand, prediction efficiency of chroma components could be improved with simple macroblock extension when bits for motion parameters need to be reduced. This is because chroma signals are less sensitive to prediction fidelity, while luma contains essential texture/motion information that need to be described in detail. Thus, there is a possibility to make good prediction with significantly reduced motion bits for chroma components, though further discussion on chroma inter prediction design by taking care of optimal motion block size. Below are some possibilities:

(a) improved independent prediction design that allows flexible prediction/coding strategy such that luma component is encoded by conventional M=16 method but other components can employ larger M value independently from luma.

(b) Having common maximum motion block size for all color component, and allows local adaptive block partitioning with different unit block per each color component

2) By adding diagonal partitioning modes (“MEL independent”), improvements on prediction performance can be found in most cases. It can be seen that these shape variations are more effective for the contents containing more structural texture patterns such as “CrowdRun” sequence than for the contents mainly shared by smooth texture area like “Plane” sequence. Currently, additional modes are simply encoded by extending Exp-Golomb code without intensive probability estimation of these modes. We will further study on this issue by taking CABAC mode and other picture resolutions into accont, and will come back with more complete coding simulation results.
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(a) Y PSNR of prediction image vs. coded bits

[image: image3.emf]39

39.5

40

40.5

41

41.5

0 2000 4000 6000 8000 10000 12000 14000

pred. bits/frame

U-PSNR[dB]

H.264 Independent, M=16

H.264 Independent, M=32

MEL Independent, M=16

MEL Independent, M=32


(b) U PSNR of prediction image vs. coded bits
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(c) V PSNR of prediction image vs. coded bits

Figure 2: R-D Curves (CoSME)
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(d) Y PSNR of prediction image vs. coded bits
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(e) U PSNR of prediction image vs. coded bits
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(f) V PSNR of prediction image vs. coded bits

Figure 3: R-D Curves (CrowdRun)
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(g) Y PSNR of prediction image vs. coded bits
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(h) U PSNR of prediction image vs. coded bits
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(i) V PSNR of prediction image vs. coded bits

Figure 4: R-D Curves (Plane)
Conclusion
We have evaluated the impact of changing motion block size and partitioning shapes for 4:4:4 inter prediction. Optimal motion block size and partitioning shape in the context of 4:4:4 coding has not been fully discussed yet in the previous standards. Optimal choice of maximum motion block size has a potential as an alternative solution to improve coding efficiency of 4:4:4 video, which would be one of the key targets in “H.265”. Non-rectangular block partition shapes would also have some impacts by more careful design of coded representation of shape description. We plan to continue the study on this aspect and come back with more complete coding simulation results.
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